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Abstract
As large legal corpora become more abundant, its
use in developing generative legal AI is poised
to transform the legal sector. However, the use
of case law data necessitates a more critical ex-
amination of the ethical and legal implications
for the development of generative legal AI tools.
This research conducts a survey of various types
of bias, their sources, and potential impacts.

1. Introduction
As artificial intelligence (AI) and machine learning (ML)
revolutionise industries worldwide, the legal sector is poised
for a transformative shift. An industry traditionally per-
ceived as conservative and resistant to change now faces
a technological revolution that promises both substantial
opportunities and risks. Put simply, ML is learning from
data (Hastie et al., 2009), and large language models (LLMs)
learn from vast amounts of data (Chang et al., 2024). The
development of AI in the legal domain hinges substantially
on the availability and quality of legal data. Legal text
has distinct characteristics compared to generic corpora,
as the field uses notoriously complex, domain-specific lan-
guage (Ruhl, 2008; Katz & Bommarito, 2014; Nazarenko
& Wyner, 2017; Dale, 2017; Friedrich, 2021; Glogar, 2023;
Trancoso et al., 2024). One of the primary strategies for
enhancing the capabilities of legal AI involves pre-training
language models on a large corpus of legal text (Katz et al.,
2020; Chalkidis et al., 2022; Wang et al., 2023), shown in
several recent legal LLMs (Chalkidis et al., 2020; Xiao et al.,
2021; Zheng et al., 2021; Song et al., 2022; Huang et al.,
2023).

The expansion of legal corpora across various jurisdictions
has played a critical role in advancing computational re-
search on legal texts (Poudyal et al., 2020; Hwang et al.,
2022; Henderson et al., 2022; Niklaus et al., 2023a;b;
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Östling et al., 2023; Harvard University, 2024). However,
these legal datasets are not without challenges, particularly
concerning the prevalence of bias. Bias in legal data will
likely impact generative AI models across their various ap-
plications. From unfairness or errors in prediction tasks
to biased information generation in question-answer tasks,
addressing bias in various contexts is crucial for fair and re-
liable generative legal AI tools. This paper surveys relevant
types of bias in legal data, emphasising their implications
for the development and deployment of generative AI.

2. Types of Bias in Legal Data
Under-representation bias arises when relevant informa-
tion is missing from a dataset, often resulting in reduced
accuracy (Shahbazi et al., 2023). The selective publication
of judicial decisions results in significant gaps and biases in
legal datasets. Factors such as case importance, complexity,
court hierarchy, and precedent-setting potential all influence
this discretionary publication process (Byrom, 2022; Jus-
tice UK, 2023). Research suggests that large portions of
UK case law is missing from public repositories, limiting
access to representative data (Shubber, 2022; Hoadley et al.,
2022; House of Commons, 2022; Gisborne et al., 2022).
If the data used to train the generative AI model does not
reflect the population it is deployed on, it may also be non-
representative data. For instance, models trained on US law
may be unsuitable for certain generative AI applications for
the UK. Additionally, there is a considerable selection bias
towards only litigating “edge” or “marginal” cases where the
interpretation of a legal issue is unclear in prior precedent
or legislation (Priest & Klein, 1984). Under-representation
bias can lead to bias in generative AI models that misrepre-
sent legal realities.

Historical bias occurs when data does not reflect current
reality (Lattimore et al., 2020). Datasets like the UK Cam-
bridge Law Corpus contains cases from the 16th century
onwards (Östling et al., 2023), meaning older case law of-
ten mirrors outdated laws and social norms that are unac-
ceptable today. For example, historical case law will in-
clude references to laws that allowed what would now be
considered unlawful discrimination and will use language
that is now considered outdated or offensive. Researchers
have identified the risks of demographic disparities in legal

1



Bias in Legal Data for Generative AI

texts (Sargent & Weber, 2021). In a recent study, Bozdag
et al. (2024) identify that Legal-BERT inherits gender bias
most likely from its training data (including case law from
the EU and US). Sevim et al. (2023) concluded that legal
corpora contained significant gender bias across various
countries, which are reflected in NLP models trained on
these texts. Addressing historical bias is crucial to prevent
the perpetuation of outdated and discriminatory decisions.

Label bias arises when recorded labels in a dataset reflect a
disparity across different individuals (Lakkaraju et al., 2017;
Jiang & Nachum, 2020). Labelling in legal datasets may be
varied by issues of imperfect decisions or human bias.

Imperfect Decisions. Courts are not oracles, and case law
should not be understood as absolute truth (Coleman, 1995;
Smith, 1985; Heiner, 1986). First, judges have an inevitable
position to make decisions under uncertainty with imperfect
information (only as presented by the parties and their legal
counsel) and may imperfectly use it (Heiner, 1986). Often,
even “reasonable minds may differ on the results of given
cases” (Smith, 1985). Second, legal corpora will inherently
contain cases that have been overturned on appeal to higher
courts or in subsequent cases. While this is well understood
by lawyers who review the authority of a case, such context
will be lost in bulk data if not managed correctly.

Judicial Prejudice. Prejudice within the judiciary further
complicates decision-making under uncertainty. In a recent
report, the UK Judiciary was identified as “institutionally
racist” (Monteith et al., 2022), which builds on previous
inquiries into judicial discrimination (Lammy, 2017). Re-
searchers conducted a survey revealing that more than half
of the legal professionals witnessed racial biases in action,
directed primarily towards black court users, ranging from
derogatory remarks to discrimination in judicial decision-
making (Monteith et al., 2022). While no computational
research has identified biases in UK case law, studies in
other jurisdictions highlight the risk of judicial biases em-
bedding in case law. Ash et al. (2024) used NLP to assess
gender biases in US State Supreme Courts, creating a gender
bias index based on judges’ language linking men with ca-
reers and women with families. Choi et al. (2022) found that
Kenyan judges were 3-5% more likely to allow appeals from
co-ethnic individuals, indicating in-group favouritism. As-
mat & Kossuth (2021) showed that female judges set lower
child support awards than male judges, explained by higher
income estimates for fathers. These findings underscore
the pervasive impact of both explicit and implicit biases in
judicial decision-making.

Base Rates Bias may arise in legal data where it reflects
social inequalities and disadvantages that particular groups
face that result in differential outcomes in court. The pri-
mary concern is that an algorithm treats that information as
a general pattern rather than identifying whether a specific

person in that protected group has, in reality, a low or high
risk. For example, self-represented litigants may be statis-
tically less likely to win cases, however, perpetuating this
outcome through predictions is undesirable.

Information leakage occurs when a model uses informa-
tion from outside the intended dataset (Sarkar & Vafa, 2024).
In the legal domain, leakage can happen when using gen-
erative AI because it is challenging to separate neutral in-
formation about a case from the judgment text. Suppose a
model is designed to predict the “case outcome”. In that
case, it is generally provided with the case judgment text,
which will not only contain the verdict but will also reflect
the judges’ post-hoc knowledge and subjective perspectives
that shape their written judgments (Medvedeva & Mcbride,
2023). Judges are often influenced by the performance of
counsel and witnesses, such that case judgments cannot be
viewed as neutral input text (Smith, 1985). It will therefore
be important to understand how generative AI models func-
tion so that their responses or predictions can be interpreted
transparently (Rudin, 2019). Consequently, generative legal
AI pre-trained on such data might inadvertently incorporate
subjective perspectives rather than purely legal reasoning,
leading to compromised predictions and analyses.

3. Measuring and Mitigating Bias in Legal
Data for Generative AI

Context and scope. The implications of bias in legal data
for generative AI are highly contingent on the intended
scope and application. Researching and evaluating existing
law poses fewer risks than using generative AI for predic-
tive tasks, such as predicting judicial decisions or legal
recommendations. A nuanced understanding of the model’s
purpose and the potential downstream effects is crucial in
assessing the impact of biased data. There are several av-
enues for measuring and mitigating bias in legal data for
generative AI, including developing contextual bias metrics,
techniques for data curation and preprocessing, benchmark-
ing model performance, and minimising hallucinations.

Legal and ethical considerations. The use of biased legal
data in generative AI models raises significant legal implica-
tions. From a privacy perspective, the potential for informa-
tion leakage, particularly concerning personal or sensitive
details, poses a risk of violating data protection regulations.
Furthermore, the propagation of biases can lead to discrimi-
natory outcomes, contravening anti-discrimination laws and
undermining the principles of equal treatment under the law.
Crucially, the accuracy and faithfulness of generative AI
trained on biased data are called into question, exposing
their reliability and trustworthiness in legal applications.
Mitigating biases in legal data and ensuring the responsible
development of generative legal AI necessitates an interdis-
ciplinary and collaborative effort.
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