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1. Introduction
History has seen many instances of technologies that pro-
vided major enhancements to industry work through automa-
tion. These developments inevitably came with regulatory
concern, such as, what should effective regulation look like
to ensure that the technology is used productively and ben-
eficially, and that the societal harms introduced by it are
mitigated? The recent meteoric rise of generative AI (Gen
AI) has raised concerns on how creative industries will be
affected, as these models offer an automated method of gen-
erating artistic works with unprecedented speed and ease,
due to being scalable, inexpensive, and widely accessible.
The question of effective regulation arises again, as policy-
makers seek to balance the interests of working creatives
and the conditions conducive to the rapid advancement of
this exciting new technology.

In the years following the release of ChatGPT, it has be-
come the prevailing public sentiment that the AI of today is
a novel, unprecedented technology, but in this work we ask;
in what way exactly? We analyze historical cases of automa-
tion, including the printing press, which automated tran-
scription; the camera, which automated portrait painting;
sampling and digital audio technology, which automated
the playing of instruments and arrangement of different
musical elements; search engines, which automated infor-
mation retrieval; photo-editing software, which automated
the manipulation and enhancement of visual imagery; and
3-D printing, which automated small-scale fabrication, and
construct a taxonomy of dimensions along which generative
AI is similar (Section 3) and different (Section 4) to prior
forms of automation in creative industries.

Further, we study the regulatory approaches that were em-
ployed in each of these past cases, and evaluate what the
regulatory approach for Gen AI should be, in light of the
similarities and differences from our taxonomy. Our anal-
ysis reveals community norms to be an existing, powerful
form of regulation in creative industries, which has so far re-
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ceived less regulatory capture than the push for new legisla-
tion such as the EU AI Act and the AI Bill of Rights. While
community norms are less formally defined (in that they are
unwritten) and are highly community-specific, for example
conventions around the use of other artists’ work are vastly
different in music (sampling), literature (fan fiction) and
film-making (referencing iconic scenes from other films),
they have shaped the adoption of new tools in the creative
workflow, and generative AI, despite all its bells and whis-
tles, is just another tool at the dispense of the artist, albeit
with the potential to transform the creative process. Hence,
while we wait for new legislation to be drafted, debated,
passed and enforced, we should empower creatives to lead
the way forward with community-driven self-regulation.

2. What counts as “automation”?
The impact of automation on labor has been of sustained in-
terest to the academic community, mainly economists (Ace-
moglu & Restrepo, 2019a; Acemoglu et al., 2022; Acemoglu
& Restrepo, 2022; Autor & Salomons, 2019; Acemoglu &
Johnson, 2023; Walkowiak & MacDonald, 2023). These
works define ‘automation’ quite broadly, including mecha-
nization of agriculture by harvesters and ploughs, to indus-
trial robots and automated machinery, to more recently, au-
tomated software that replaces white-collar workers. While
our work is situated within this larger discussion of the
impact of automation on labor, we limit our discussion to
historic cases of automation in creative industries, such as
the digitalization of books, audio and video (Potts, 2011).

3. What’s the same?
Previous cases of automation in creative domains such as
the printing press, camera and photo-editing software en-
abled the development of new creative works and effectively
changed the labor landscape of creative industries such as
visual art, music, and journalism — much like generative
AI is premised to (Bordàs Vives, 2023; Walkowiak & Potts,
2024; Walkowiak & MacDonald, 2023).

Many of these cases were met with regulatory and legal con-
cern, such as, the copyright and intellectual property rights
concerns raised in Burrow-Giles Lithographic Co. v. Sarony,
Grand Upright Music, Ltd. v. Warner Bros. Records Inc.
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and Kelly v. Arriba Soft Corp. (Bur; Gra; Kel). Despite
this, technological advancements have in many cases be-
come widely-used methods and tools for creative processes,
some even giving rise to entirely new artistic fields such as
photography and graphic design.

Regulatory approaches to automation in these cases have
endorsed the new form of creation, attempting to incorpo-
rate them fairly into existing structures and avoid stifling
innovation, for example: Burrow-Giles Lithographic Co.
v. Sarony and Kelly v. Arriba Soft Corp both ultimately
endorsed the use of the automation with respect to copyright
law. Policymakers have little to gain by limiting automation,
as going too far can risk staying economically competitive
on the world stage. Instead, governmental initiatives can
attempt to promote automation by way of promoting inno-
vation. The patent system, for example, aims to promote
developments of new technologies and designs, many of
which are tools of automation.

4. What’s different?
Gen AI is a novel form of automation in both the way it is
constructed and the way it is used. We discuss these aspects
below.

HOW IS THE AUTOMATION CONSTRUCTED?

Derivative nature. Previous forms of automation have been
intrinsically referential, i.e. merely using or pointing to ex-
isting information. A traditional search engine, for instance,
links to different websites and resources. Cameras capture
a scene as it exists, with metadata providing specifics as
to how and of what a photo is taken. On the other hand,
generative AI models must draw from vast datasets by de-
sign, and in this way the process of automating (as well as
the resulting system) is inherently derivative of its inputs–it
creates new outputs by transforming or processing existing
information.

While other forms of automation discussed have already
been able to take in vast quantities of data, e.g., a search
engine, this is at runtime of the automated process (when
it is being executed). At construction (when it is being
built), the amount of data needed is relatively small. In
other words, pre-existing automated processes that handle
large amounts of data have been dynamic, handling the data
as the process is in action but requiring relatively little to
set up. By contrast, Gen AI models require vast amounts of
input for training, often including many terabytes of internet
data. The increased computational and data requirements for
building Gen AI models presents a fundamental shift from
how previous forms of automated systems were designed
and operate.

Opacity. Gen AI is built through a complex supply

chain (Lee et al., 2024) involving several different stake-
holders. The developers of commercial Gen AI systems
have been reluctant to disclose details such as the sources
or even the size of the training dataset (Carlini et al., 2023).
While this complexity and opacity is not unique to Gen
AI systems (and was a challenge with search engines and
social media platforms as well), the derivative nature of
Gen AI coupled with this opacity compounds the regula-
tory challenges. For example, groups like The New York
Times (NYT) and Getty Images (Get) have alleged that
derivations were made from their intellectual property with-
out proper compensation, but without sufficient disclosure
it is difficult to rigorously validate such claims.

WHAT IS THE NATURE OF THE AUTOMATION?

Stochasticity. Traditional automated systems or tools have
been deterministic in the following sense: Given a set of
user-defined inputs (such as aperture, shutter speed and
size, for instance), the machine produces a single output
(e.g., a photograph). Gen AI, on the other hand, utilizes
randomness to produce novel outputs, such as giving the
user multiple choices (Adobe’s generative fill, for example)
or new responses on repeated queries (most chatbots). This
presents a novel relationship between the automation and
the users of it.

General-purpose. Traditionally, automated systems have
been designed for a single, specific task, be it image capture,
information retrieval, manufacturing tasks, or otherwise.
Gen AI, on the other hand, is envisioned to be a general-
purpose, adaptable form of automation with a variety of
potential uses ranging from article summary (Liu & Lap-
ata, 2019) to concept art (Cetinic & She, 2022), newswrit-
ing (Broussard et al., 2019), tutoring (Limo et al., 2023),
voice acting (Niroula, 2023), general assistant work (Brown
et al., 2020) and beyond. Labor effects of automated are
popularly studied using a task-based approach (Walkowiak
& Potts, 2024; Acemoglu & Restrepo, 2019a;b), and the
fact that generative AI is (or is premised to be) proficient
at several tasks, complicates the analysis of impending la-
bor effects, and the necessary regulatory mechanisms to
safeguard workers in creative domains.

HOW IS THE AUTOMATION PERCEIVED?

Accessibility. Many past forms of automation at their time
of introduction have been limited in their immediate range
of accessibility. This has historically provided a natural
gatekeeping effect that in theory gives some lag-time to
affected industries (see, e.g., (Savini & Savini, 2015) with
respect to 3-D printing). This has allowed creatives to adapt
and integrate these tools into their workflows, without re-
placing them outright. Gen AI, on the other hand, is touted
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for it’s ease of use for all levels of expertise1. The startup
cost to using Gen AI for creative uses is small, sometimes
as simple as constructing a good prompt (not considering
the initial effort to train these models). By contrast, other
forms of automation for commercial purposes in the past
have demanded a higher investment, such as in the case of
warehouse automation.

Anthropomorphism. Gen AI is commonly described in
agentic language and anthropomorphized (Bender et al.,
2021). This may suggest expectations of the system’s ca-
pabilities as an agent rather than a tool, and in turn affect
perceptions of its artistic contributions relative to the human
using it.

5. What’s at stake?
It is widely believed that Gen AI has the potential to impact
all aspects of society. Working creatives have already ex-
pressed concerns of the impact of the technology on their
livelihoods, notably actors (Drescher & Crabtree-Ireland,
2023), writers (Limbong, 2024), journalists (Darcy, 2024),
and visual artists (Roose, 2022).

Affected groups may have to deal with a greater intensity
and quantity of competition from automation than previous
forms (Acemoglu et al., 2022). Broader labor effects in
creative industries include economic losses for artists (Jiang
et al., 2023; Epstein et al., 2023) and changes in the nature
and quality of jobs (of the kind that occurred with ware-
house automation (Weidinger et al., 2021)). There have
additionally been claims made of a cannibalization of the
creative market with Gen AI tools replacing the very artists
whose intellectual property was trained on (Weidinger et al.,
2021; Acemoglu et al., 2022).

6. Regulating Generative AI
Regulation of automation in creative industries has histori-
cally centered innovation over protection for artists. From
our analysis in Section 4, Gen AI presents novel regulatory
challenges given its derivative nature, reliance on user gen-
erated data, and scale of impact. It is thereby insufficient to
follow the historical trend of taking a hands-off approach
to regulation, as is starting to be emphasized in legal and
policy discourse (Sobel, 2017). Attempts at regulating AI
have been largely swayed by powerful technology corpora-
tions, who assert either that self-regulation is sufficient or
that their expertise is essential for crafting new regulation to
prevent unintended societal harms (Cusumano et al., 2021).
We argue that, as a result, current discussions around regu-
lation of Gen AI fail to center the perspectives of the most
important stakeholders: working creatives. Specifically, we

1OpenAI’s spring 2024 update “Introducing GPT-4o.”

suggest existing community norms in creative fields should
serve as the basis for self-regulation of Gen AI.

Community norms are a compelling lens from which to
view the regulatory landscape of Gen AI because they are
already a strong mediating force in creative industries (Du
et al., 2021). We use the term ‘community norms’ here in a
broad sense to refer to the social standards and expectations
in various artistic communities surrounding creative pro-
cesses and labor, attribution, discourse, and other aspects of
the social identity of individual artists (Malle, 2023). Note
that norms are highly community-specific, for example con-
ventions around the use of other artists’ work are vastly
different in music (sampling), literature (fan fiction) and
film-making (referencing iconic scenes from other films).

The integration of Gen AI into artistic processes is not in-
evitable, and its acceptability and adoption are reliant on
community perception. Development and deployment must
center the opinions of artists and consensus of artistic com-
munities on symbiotic uses of Gen AI in the creative process.
Mirowski et al. (Mirowski et al., 2024) and Shumakova,
Lloyd, and Titova (Shumakova et al., 2023), for example,
interviewed creative professionals on their perceptions and
preferred uses of AI, revealing varying normative positions
regarding use of systems trained on other artists’ intellectual
property.

In conclusion, Gen AI is a novel form of automation with
the potential to instigate dramatic changes within creative
industries. It requires novel regulatory mechanisms, includ-
ing a robust self-regulatory approach shaped by commu-
nity norms, in order to safeguard artistic expression and
the livelihoods of creative professionals (Shumakova et al.,
2023; Jiang et al., 2023).
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V., Tramèr, F., Balle, B., Ippolito, D., and Wallace, E.
Extracting training data from diffusion models. 2023.
doi: 10.48550/ARXIV.2301.13188. URL https://
doi.org/10.48550/ARXIV.2301.13188.

Cetinic, E. and She, J. Understanding and creating art with
ai: Review and outlook. ACM Transactions on Multi-
media Computing, Communications, and Applications
(TOMM), 18(2):1–22, 2022.

Cusumano, M. A., Gawer, A., and Yoffie, D. Can self-
regulation save digital platforms? Industrial and Corpo-
rate Change, July 14 2021. doi: 10.2139/ssrn.3900137.
URL https://ssrn.com/abstract=3900137.

Darcy, O. News publishers sound alarm on
google’s new ai-infused search, warn of ‘catas-
trophic’ impacts, May 2024. URL https:
//www.cnn.com/2024/05/15/media/
google-gemini-ai-search-news-outlet-impact/
index.html.

Drescher, F. and Crabtree-Ireland, D. Member message:
Strike authorization vote. SAG-AFTRA Correspondence,
May 2023. URL https://www.sagaftra.org/
member-message-strike-authorization-vote.

Du, X., Zhang, H., Zhang, S., Zhang, A., and
Chen, B. Creativity and leadership in the cre-
ative industry: A study from the perspective of
social norms. Frontiers in Psychology, 12, 2021.
doi: 10.3389/fpsyg.2021.651817. URL https:
//www.ncbi.nlm.nih.gov/pmc/articles/
PMC8057347/pdf/fpsyg-12-651817.pdf.

Epstein, Z., Hertzmann, A., Herman, L., Mahari, R., Frank,
M. R., Groh, M., Schroeder, H., Smith, A., Akten, M.,
Fjeld, J., et al. Art and the science of generative ai: A
deeper dive. arXiv preprint arXiv:2306.04141, 2023.

Jiang, H. H., Brown, L., Cheng, J., Khan, M., Gupta, A.,
Workman, D., Hanna, A., Flowers, J., and Gebru, T.
Ai art and its impact on artists. In AAAI/ACM Con-
ference on AI, Ethics, and Society (AIES ’23), pp. 12,
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