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Abstract
Generative AI models, such as the GPT and Llama
series, have significant potential to assist laypeo-
ple in answering legal questions. However, little
prior work focuses on the data sourcing, inference,
and evaluation of these models in the context of
laypersons. To this end, we propose a human-
centric legal NLP pipeline, covering data sourc-
ing, inference, and evaluation. We introduce and
release a dataset, LegalQA, with real and specific
legal questions spanning from employment law to
criminal law, corresponding answers written by
legal experts, and citations for each answer. We
develop an automatic evaluation protocol for this
dataset, then show that retrieval-augmented gen-
eration from only 850 citations in the train set can
match or outperform internet-wide retrieval, de-
spite containing 9 orders of magnitude less data.
Finally, we propose future directions for open-
sourced efforts, which fall behind closed-sourced
models.

1. Introduction
Today, much of natural language processing rests on high-
quality data. Advances in unstructured data for pre-
training have allowed general language models to be more
lightweight, performant, and therefore accessible (Abdin
et al., 2024; Team et al., 2024). Language models are
promising in providing legal advice to laypeople, but prior
work suggests that they struggle with hallucination (Dahan
et al., 2023). Inspired by the high-quality data that powers
general domains, we identify a gap in high-quality struc-
tured legal data (e.g., question-answer pairs) approved by
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legal experts. In this work, we hope to build more human-
centric legal AI systems by improving the data source to
address laypeople. We use this data at retrieval time to im-
prove model performance, which does not require additional
training or fine-tuning.

Little prior work focuses on optimizing legal AI systems
from start to finish for factors that matter to laypeople.
Among these factors are accessibility of the services due to
cost, factual correctness, and ease of understanding. In this
paper, we propose an end-to-end human-centeric legal AI
framework, which covers data sourcing, training/inference,
and evaluation to improve these factors; importantly, we put
laypeople first by ensuring each step of the process is backed
by high-quality data from legal experts (see Figure 1). To
our knowledge, this type of human-centric legal framework
is the first of its kind.

First, we construct a high-quality evaluation dataset of 323
questions asked by laypeople on real legal questions and an-
swers vetted by legal experts. We ask law students to write
expert answers to these questions and release this dataset
to the public. Then, we develop an automatic evaluation
protocol based on the factuality of the generated answer, as
a legal expert would. Inspired by massive improvements
to model quality through higher quality data at training
time (e.g., Phi-3; Abdin et al., 2024), we improve the data
sourcing process at retrieval time. Specifically, we propose
domain-specific retrieval, bolstering the performance of ex-
isting LLMs on legal question-answering by retrieving from
sources trusted by legal experts. We show that retrieval from
under a thousand legal-expert-approved articles matches or
exceeds the performance of retrieval from hundreds of mil-
lions of internet articles.

Overall, our contributions are as follows:

• We construct a dataset containing real legal questions
and high-quality answers labelled by legal experts. We
release the evaluation dataset publically.

• We create an evaluation protocol vetted by legal experts
and find that existing models have room for improve-
ment in factuality.

• We show that domain-specific retrieval from relatively
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Figure 1. An overview of our framework for human-centric legal AI.

few sources trusted by legal experts can outperform
existing non-retrieval models and match or exceed
retrieval-augmented models that rely on the entirety of
the internet.

2. Prior Work
Retrieval Augmented Generation. Large language mod-
els often hallucinate and contain outdated information
(Zhang et al., 2023). Retrieval augmented generation (RAG)
is an emerging approach to reduce the prevalence of halluci-
nations by grounding a model’s generations in a data source
besides the model’s weights. Retrieval has been used exten-
sively in single-hop (Ke et al., 2024), multi-hop (Sun et al.,
2023), and long-form open-ended question answering (Lin
et al., 2023). With the rise of instruction-following language
models (Touvron et al., 2023; Chung et al., 2022; Brown
et al., 2020), retrieval methods often insert context directly
into the context of the language model (Ma et al., 2023;
Chen et al., 2023). We focus on this setting because it is
possible to integrate with existing well-performing models
(such as OpenAI’s GPT-3.5), further supporting our human-
centric goal of making legal AI more accessible.

Very recently, commercial RAG efforts such as Cohere’s
Command R+ models, have been applied to legal domains
with a focus on trustworthiness and data privacy (Gainer &
Starostin, 2024). Their retrieval method passes the retrieved
documents directly into the context of a language model,
such that the model generations are grounded in the context
provided. In this work, we build off this line of research by
focusing on retrieval from a trusted source.

Datasets and Legal AI Benchmarks. NLP has been ap-
plied to various fields in law, such as question answering, re-
lation extraction, or text summarization (Zhong et al., 2020).

Previously, work was focused on domain-specific fine-tuned
models (Chalkidis et al., 2020; Zheng et al., 2021). Re-
cently, existing work has focused more on the ability of
general LLMs to perform legal reasoning (Yu et al., 2022;
Jiang & Yang, 2023; Blair-Stanek et al., 2023; Yu et al.,
2023). Regarding benchmarks for LLMs in legal applica-
tions, existing benchmarks exist in Chinese (Duan et al.,
2019; Dai et al., 2024) and American (Guha et al., 2023)
law. However, many existing benchmarks lack evaluation
of open-ended responses which are of interest to laypeople
who ask language models for legal advice directly.

We source our legal questions from a public legal advice fo-
rum (though answers are written in-house by legal experts).
These online forums have been used extensively as sources
of data for machine learning. For instance, Yao et al. (2020)
uses data from a mental-health advice sub-community on
Reddit (known as a “subreddit”) to detect suicidality in opi-
oid users. Li et al. (2022) uses the “r/legaladvice” subreddit
for classification of Reddit posts in evaluation. We extend
this work on forum-based data by considering a much more
difficult task: generating a factually accurate legal answer
to a given legal question.

Better Data for Better AI. Existing work has found that
sourcing better data can lead to model improvements in the
pretraining stage. Eldan & Li (2023) create a high-quality
machine-generated dataset, then shows that very small mod-
els (order of tens of millions of parameters) can learn per-
fect grammar from this high-quality data. Taking this a
step further, Li et al. (2023) and Gunasekar et al. (2023)
introduce the Phi series models, which gain impressive per-
formance despite their small size, driven by high-quality
data. Very recently, open-sourced state-of-the-art language
models Llama 3 (AI@Meta, 2024) and Phi-3 (Abdin et al.,
2024) build off this idea, reaching state-of-the-art perfor-
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mance by improving data sourcing. Inspired by this work,
we review a related but orthogonal direction: improving the
reliability of data sourcing at retrieval time, rather than just
at pre-training time like in prior work.

Automatic Evaluation. As LLMs become better at
problem-solving, their potential to evaluate responses rela-
tive to a gold answer becomes increasingly attractive (Oh
et al., 2024). Current work has focused on evaluation of
open-ended model generations for general domains, such as
trivia question answering (Wang et al., 2023) or everyday
conversational settings (Lin & Chen, 2023). In legal AI,
however, most models are evaluated on closed-ended tasks
that can be trivially graded (Koniaris et al., 2023; Xu & Ash-
ley, 2023; Savelka, 2023). Cui et al. (2023) evaluates model
generations using crowd-sourced human preference ratings
in Chinese (with an ELO system), a step in evaluation for
open-ended generations. Bhambhoria et al. (2024) explores
the possibility of automatic evaluation in the legal domain,
showing that most classified samples align with the expert
opinion. In this work, we aim to capitalize on the benefits of
automatic evaluation while optimizing the process for legal
factuality evaluation by consulting with legal experts.

3. Methods
To build a source of structured and expert-approved legal
data that is effective at retrieval time, we construct a new
dataset from real legal questions and ask law professors and
law students to answer these questions. Then, we use this
data during our retrieval process to ground model answers
in citations vetted by legal experts. During the evaluation
process, we also ground our evaluations with this dataset,
establishing an end-to-end legal-expert-driven framework
(see Figure 1).

Specifically, we source questions from an online commu-
nity1, collected from January 2021 to October 2022. These
questions are specific (e.g., Table 2) situations that real
laypeople have, not hypotheticals2. For instance, the ex-
ample sample in Table 2 outlines a specific scenario. This
real-world focus allows our evaluations to be closer to a
target domain that is helpful to laypeople. Then, we ask law
professors and law students to provide golden answers to
these questions. Since this research was done in Canada, the
legal experts we worked with were knowledgeable primar-
ily in Canadian law. Therefore, we asked these annotators
to answer these legal questions according to Canadian law.
Human answers are typically concise (shorter than the ques-
tions) and under 100 tokens (see Figure 2). Each answer
contains a citation with more information relevant to the

1https://www.reddit.com/r/legaladvice/
2As per the legal advice community guidelines, the questions

must be real questions, not hypothetical questions

Table 1. Composition of the area of law for each question in our
dataset.

Category Percent

Employment and labour law 27.9
Family and juvenile law 27.1
Real estate law 21.4
Corporate law 9.2
Personal injury law 9.2
Civil rights law 5.2

question. To perform a rigorous performance analysis across
legal areas of practice, we classify each question into six
categories relevant to laypeople, shown in Table 1. The
classification was done through a zero-shot classification
approach (Laurer et al., 2023) and manually inspected for
correctness. To aid the community in evaluating existing
LLMs, we release our evaluation dataset (n = 323) pub-
licly3.
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Figure 2. Distribution of question lengths and response lengths.
Responses are concise and specific.

Inspired by Lin & Chen (2023), we employ human-
grounded automatic evaluation of the generated answers.
We use golden labels written by legal experts as ”grounding”
for the language model, then ask the LLM (GPT-4-0613)
to rate the answer’s factuality relative to the expert answer.
If there is a factual contradiction with the expert answer, we
treat the model response as factually disagreeing. We run
the automatic evaluator with a temperature of zero (since
we only need the prediction ”factual” or ”not factual”). In
our study, we minimize this factual disagreement to build
factually accurate models. This approach is among the crite-
ria that legal experts use to evaluate answers by law students
(Bhambhoria et al., 2024).

3https://huggingface.co/datasets/
jonathanli/law qa eval
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Figure 3. Retrieval-based methods used for our experiments. Given a legal question, retrieval is performed to generate a relevant answer.

Retrieval Methods. In addition to using existing language
models to answer legal questions, we also consider ground-
ing a model’s responses in the context of a relevant article.
As previously discussed, we believe the retrieval process
could also benefit from high-quality legal data. In this work,
we try to retrieve from only trusted legal sources, as shown
in Figure 3b. Since we split the dataset into a train and
test set, we use the citations from the train set (n = 850)
as a set of trusted legal documents and only retrieve from
these documents. This offers two main benefits: (a) the
documents used by the model are known to be factual and
helpful by legal experts, which is not the case for any docu-
ment on the internet, and (b) searching a smaller subset of
legal-expert-approved documents provides computational
and storage benefits.

As shown in Figure 3b, we embed both the context and
the question using an existing state-of-the-art embedding
model, BAAI/bge-large-en-v1.5 (Xiao et al., 2023).
Then, we compute the dot product between the question and
each document, selecting the document with the greatest
dot product as the most relevant sample. Then we provide

this document in the context of an existing language model
(GPT-3.5-turbo), using prompts containing both the
context and question. Unlike prior work, we evaluate re-
trieval from only legal expert sources rather than the entirety
of the internet. This constitutes our model inference part in
Figure 1. We call this ”legal retrieval”.

As a baseline, we evaluate (a) GPT-3.5-turbo without re-
trieval augmented generation and (b) GPT-3.5-turbo with
retrieval from the entire internet. For (b), we use a lan-
guage model to produce a query for a legal question that
can be queried for in a search engine (Figure 3a). Then
we use an existing web search engine (Google) to find the
most relevant article and inject it into the context of the
language model while answering this question. This article
is used to provide context to the model. We call (b) ”internet
retrieval”.

Internet retrieval is not as simple as retrieval from only legal
documents, since a Google search is performed. Search
engines likely contain more sophisticated methods than a
simple embedding similarity check. When evaluating the
performance of retrieval from the entirety of the internet
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Figure 4. Factual disagreement of each model by category. Lower is better.

Table 2. Example question (“source”) and provided answers and
citation.

Source Father took family pet during divorce and proba-
bly will give him away. My parents recently got
a divorce a few months back and my father has
been sending very disgusting harassing messages
any way he can. He already has escapee warrants
and now he is also getting more added to him due to
his messages. He took the family dog who is legally
under my mothers name and we know he is not safe
with him. We have no idea where he is at but we
know he is not a very safe person with our dog. We
really fear of him giving the dog away to his friend
and we wouldn’t see him ever again. What do we
do if that’s the case? Can we fight to get him back
if he gives him to his friend?

Answer In Ontario, dogs are considered personal property.
In determining which spouse has a right to the dog,
a court will consider ownership papers as well as
several factors such as: Is the pet more bonded to
one person over the other? Who can best provide
continued care? Who paid for the pet?

Citation https://www.siskinds.com/pet-c
ustody-laws-in-ontario

against retrieval from only legal documents, more computa-
tion occurs using an internet-wide search.

Generative Baselines. As a further baseline, we evaluate
the state-of-the-art open-source models on this legal task.
We use the state-of-the-art Mixtral-8x7B (Jiang et al.,
2024) for non-retrieval generation and the state-of-the-art
Cohere Command R+ model (Aiden, 2024) for retrieval-

augmented generation. We rely on Cohere’s pipeline for
retrieval-augmented generation, whose model is purpose-
fully tuned for this purpose.

For each method, we pass three samples from a separate
train split as fewshot examples into the input prompt. We
use the default generation and sampling settings (i.e., tem-
perature and top-p) for each model.

4. Results and Discussion
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Figure 5. Factual disagreement for each model. “GPT-3.5 Legal”
is retrieval using only legal documents, and “GPT-3.5 Internet” is
retrieval from the entire internet.

As seen in Figure 5, the retrieval-based approaches tested
typically perform better than their tested non-retrieval coun-
terparts. Additionally, we make various observations:
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Open-source models fall behind. Mixtral-8x7B and
Command R+, state-of-the-art open language models per-
form worse than current closed-source models. Future work
should continue testing the newest state-of-the-art open-
sourced models for this task. Though we recognize the
importance of open-source models, we also note that practi-
cally, the inference costs associated with using open-sourced
models are nonzero for a layperson. Therefore, closed-
sourced models like GPT-3.5 are still appealing from a cost
perspective compared to other open-sourced models.

Using limited legal documents is just as useful as the
entire internet. Retrieval from limited legal sources (just
850 documents) performs similarly to searching the entirety
of the internet (hundreds of billions of documents). In the
case of Cohere Command R+, a state-of-the-art enterprise
retrieval system used in law 4, our simple retrieval method
improves performance, despite Command R+ performing
retrieval across the entire internet. The indexable internet
contains more information than just our limited legal infor-
mation, but the vastness of the space also make retrieval of
documents much more difficult. Surprisingly, narrowing
down the number of retrievable documents by 9 orders of
magnitude5 retains enough information to perform similarly
to retrieval from the entire internet. By reducing the number
of documents that can possibly be retrieved, human-driven
review of individual documents is more feasible, and storage
and computational costs decrease.

GPT-4 outperforms retrieval. We find that
gpt-4-turbo-1106 outperforms even retrieval
models. However, we note that use of GPT-4 often has
prohibitive costs (in some cases, 60x more), especially
when paired with retrieval-augmented generations which
span multiple contexts. Therefore, we still believe that
relative improvements to GPT-3.5-turbo, a much more
cost-effective model, continue to benefit the layperson de-
spite the existence of more expensive and well-performing
models.

Some categories of questions are more difficult to answer
accurately. We find that some categories, such as “civil
rights” and “real estate” are the most challenging for existing
language models, illustrated in Figure 4. Qualitatively, we
observed that questions falling under these areas of law
contained the most specific and personal questions, and also
had more nuanced cases (e.g., a highly specific question
about a tenant’s landlord).

4https://txt.cohere.com/how-llms-can-
boost-legal-productivity-with-accuracy-
and-privacy/

5This was roughly calculated based on the “hundreds of billions”
of pages that Google indexes (Google, 2023) compared to our
dataset of under a thousand samples.

In what situations does legal retrieval help? Apparent
in Figure 6, in some cases retrieval from the entire internet
can provide a lack of nuanced information, making the
response factually incorrect compared to retrieval from only
vetted legal documents. In the specific example presented,
the retrieved web article failed to capture nuance when
describing the punishment for damaging a vehicle during
a traffic infraction, while the retrieved legal article from a
vetted legal source did.

Figure 4 shows the strengths and weaknesses of each ap-
proach by category. Using retrieval from our expert source
of legal documents is almost always better than or similar
to the performance of non-retrieval methods. Additionally,
retrieval from vetted legal sources performs on par with
or better than retrieval from the entire internet, except for
“employment and labour” and “corporate” categories. Fur-
ther experiments are required to investigate the cause of this
disparity, though we hypothesize it is because these cate-
gories have questions that span a larger space of questions,
implying that retrieval from the internet is more applicable.

4.1. Future Directions

Closing the gap between open-sourced and closed-
sourced models. As shown in Section 4, the gap between
the top open-sourced model and the closed-sourced models
(GPT-4) is substantial. From the perspective of human-
centric legal AI, this is problematic as these black-box mod-
els often lack accountability in their data sources, which
is especially important in the legal domain (Dahan et al.,
2023).

Continual Updating. Laws and regulations constantly
evolve, and legal AI systems need to stay up-to-date with
the latest changes. Investigating techniques that can ef-
ficiently integrate new legal information and adapt mod-
els accordingly would better reflect the dynamic nature of
the legal landscape. Currently, our methodology focuses
on retrieving from a static set of documents, though the
set of documents could be continually pruned and updated
(Bhambhoria et al., 2024).

Unstructured Legal Data. In this work, we focus on
sourcing high-quality structured data for use during retrieval
and evaluation. Expert involvement in the data selection
process could extend to unstructured data during the pre-
training phase for the legal domain, which has already
shown promise in general domains (Gunasekar et al., 2023).

4.2. Conclusions

Towards the goal of building more accessible and human-
centric legal AI, a high-quality novel dataset containing
question-answer pairs was produced and publically released,
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I’m 16 and my car door 
flew open and slammed 
another car and I left. 
What should I do?


I didn’t notice any damage 
some paint of my car 
where on the other car but 
I wiped it.

Question Expert Answer

Regardless of the nature of 
the impact, if your vehicle is 
involved in a collision where 
the other driver flees the 
scene, 

.
From an insurance 
perspective, parking lot 
collisions are treated just like 
any other in that the same 
rules are applied to determine 
who caused the collision ...

it’s considered a hit 
and run

GPT-3.5 Web Retrieval
In Ontario, ... If the damage is 
less than $2,000 and does 
not cause injuries or damage 
to property other than the 
vehicles involved, 

. 
In your situation, since there 
was minor damage involving 
paint from your car ... 

 ...

it does not 
require police involvement

it may 
not need to be reported

GPT-3.5 Legal Retrieval
Leaving the scene of an 
accident, even if you are a 
minor, is

. It is 
crucial to immediately report 
the incident to your parents 
or legal guardians and 
contact the police to report 
what happened...

 considered a hit-
and-run and can result in 
legal consequences

Web Retrieved Document

Fails to convey nuance in the situation, 
misleading the LLM’s response.

... Anything less than $2,000 does not require 
police involvement. The previous minimum for 
reporting damage was $1,000, which has been 
unchanged since 1998 when it was raised from 
$700 ...

Law Retrieved Document

Conveys proper nuance to answer the question, 
instead of misleading.

If ... car was damaged by an accident or a third 
party, it depends ... So, who pays for car 
damage? ... However, if a random act of 
vandalism or damage to your car (i.e., a light 
pole falls on your car while on their lot) occurs ...

Figure 6. Qualitative example showcasing retrieval from the entire internet and our high-quality source of legal documents. In this case,
retrieval from the entire internet provides a less nuanced source of information.

addressing a previous lack of expert-involved structured
data. Existing open-sourced and closed-sourced language
models were evaluated using an automatic evaluation frame-
work based on the factuality of answers. We found that
retrieval from a small set of legal documents can match
or outperform the performance of retrieval from the entire
internet, despite requiring many orders of magnitude less
data.
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