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Abstract

This work introduces a new hand-coded dataset
for the interpretation of privacy policies. The
dataset captures the contents of 162 privacy
policies, including documents they incorporate
by reference, on 64 dimensions that map onto
commonly found terms and applicable legal
rules. The coding approach is designed to cap-
ture complexities inherent to the task of legal
interpretation that are not present in current pri-
vacy policy datasets. These include addressing
textual ambiguity, indeterminate meaning, in-
terdependent clauses, contractual silence, and
the effect of legal defaults.

1 Introduction

Privacy policies are important legal documents;
they govern how firms collect, use, share, and se-
cure personal information. They have become a
prime target for automated interpretation. Despite
their importance, they are rarely read. Privacy poli-
cies are long, complex, and require legal expertise
to understand. At the same time, many privacy poli-
cies are publicly available and map to a consistent
set of well-defined legal questions. This presents
an opportunity to represent policy content in a rea-
sonably consistent and somewhat objective manner
against which automated interpreters can be tuned
and measured.

Recent advancements in machine learning, espe-
cially the introduction of the large language model
(LLM), increased interest in automating long-text
interpretation. Practical legal use of NLP has ex-
panded from term- and clause-level classification
to nuanced interpretation of long bodies of legal
text. Legal interpretation presents an especially
challenging interpretative task. Privacy policies are
a stereotypical legal document, as they are drafted
by experts and include domain-specific vocabulary
and interpretation (Zheng et al., 2021; Mellinkoff,
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2004; Mertz, 2007); they can contain inconsisten-
cies and be susceptible to multiple valid interpre-
tations (Reidenberg et al., 2016); and they often
contain interdependent clauses—sometime spread
across multiple documents—whose meaning is best
understood when read wholesale. Like other legal
texts, privacy policies must be interpreted in the
context of applicable legal rules, which can define
terms and provide guidance on issues not explicitly
addressed in the text.

Current privacy policy datasets either offer high-
granularity labels for short samples of policy text,
or low-granularity classification of longer text.
These approaches may not capture many domain-
specific aspects of legal interpretation that are rele-
vant to the expanding range of automated legal
tasks. For example, neither approach accounts
for how documents that are "incorporated by ref-
erence" may affect the way a policy restricts (or
doesn’t restrict) the ways in which a company can
use user data. As legal interpretation increasingly
becomes the target of automation, new datasets are
needed. This paper aims to help address that need.

We provide a legal dataset of labeled online pri-
vacy policies coded by legally-trained experts. It
contains 162 privacy policies along with the doc-
uments they incorporate by reference, including
Terms of Use, Cookie Policies, California Con-
sumers Privacy Act (CCPA) disclosures, and doc-
uments pertaining to compliance with the Euro-
pean Union’s General Data Protection Regulation
(GDPR). Our coding accounts for the ways in
which applicable legal rules and referenced doc-
uments can affect the meaning of terms. It also
tracks relevant legal terms and reflects aspects of
the legal interpretation task, including accounting
for ambiguity and reasonable disagreements, and
interpreting silence.



2 Related Work

Prior work building datasets for privacy policies
mostly focuses on expert annotation or classifica-
tion of short text. (Lippi et al., 2019; Bui et al.,
2021; Ahmad et al., 2021). Some investigation
has also looked into crowd-sourcing annotation
(Wilson et al., 2018). One privacy-policy-adjacent
dataset involving classification of longer legal text
labels the content of cookie banner disclosures with
the stated purposes for data collection (Santos et al.,
2021). In addition to annotated datasets, there are
large-scale compilations of privacy policies scraped
from the Internet and Internet Archive(Amos et al.,
2021; Srinath et al., 2021).

Perhaps the most widely-used privacy policy
dataset is the OPP-115 dataeset introduced by Wil-
son et. al. in 2016. OPP contains 115 privacy poli-
cies that were annotated paragraph-by-paragraph
to identify phrases related to 36 data practices
grouped into 10 categories. The OPP dataset was
used to train prominent tools used to pick out
specific clauses from privacy policies (Harkous
et al., 2018; Mousavi Nejad et al., 2020). It has
also been used to generate related datasets, either
by transforming its annotations for use in a new
task like question-answering or GDPR compliance
(Poplavska et al., 2020; Ahmad et al., 2020), or
as an input into composite legal-task benchmarks
like LEGALBENCH and PRIVACYGLUE (Guha
et al., 2023; Chalkidis et al., 2022). The OPP tax-
onomy scheme has also been used to organize other
privacy-related datasets (Ravichander et al., 2019).
Another notable privacy policy dataset—the unfair-
TOS dataset introduced by Lippi et. al.—annotates
"potentially unfair" clauses in privacy practices and
is also incorporated into some composite bench-
marks, including the privacy-policy-specific PRI-
VACYGLUE benchmark (Shankar et al., 2023).

Benchmarking legal AIs goes beyond the tradi-
tional metrics-and-datasets approach. Alternative
evaluation approaches include having NLP systems
take the bar exam (Bommarito II and Katz, 2022;
Katz et al., 2024) (though some have questioned
the efficacy of that evaluation approach (Martínez,
2024)), grading LLM-generated law school exam
answers (Choi et al., 2021), and measuring how
law student performance is affected by LLM use
(Choi and Schwarcz, 2023).

3 Dataset Preparation

3.1 Document Selection
Privacy policies are the legal documents that gov-
ern the relationship between data collectors (usu-
ally firms) and data subjects (usually consumers)
regarding the collection, use, sharing, and security
of their personally identifiable information. They
create rights and obligations and comply with legal
requirements, such as the Children Online Privacy
Protection Act (COPPA). Most privacy policies
are posted online on companies’ websites. They
"incorporate by reference" other documents with
additional terms that also govern the user/firm re-
lationship, such as Terms of Use, Cookie Policies,
CCPA, GDPR disclosures. For example, all terms
related to tracking may only appear in a linked
Cookie Policy document.

Taken together, this constellation of documents
comprises the scope of terms on personal informa-
tion privacy. Our approach focuses on collecting
the set of all interrelated documents. For each web-
site in our sample, we collect the privacy policy,
Terms of Use (if available), documents incorpo-
rated by reference (either directly or indirectly),
and documents referred to in connection to an “I
agree” button in an account-creation flow (if appli-
cable).

Privacy policies vary significantly between ser-
vices. Prior research reported statistically signifi-
cant differences in the content across markets and
website popularity (Marotta-Wurgler, 2016b). Our
dataset includes samples distributed roughly loga-
rithmically by traffic rank and includes examples
from each tier-1 industry category in the IAB Con-
tent Taxonomy 2.0 (IAB Tech Lab, 2024). We com-
piled our sample by selecting from websites buck-
eted by order-of-magnitude rank. If a bucket con-
tained websites from prior privacy policy datasets
(Marotta-Wurgler, 2016b; Wilson et al., 2016), we
selected randomly from those previously encoded
websites. We selected randomly from the relevant
rank bucket in the few cases where no previously
encoded side was available. Our initial selection
process contained representatives from all industry
categories; we did not re-sample to adjust cover-
age. Figure 1 shows the distribution of policies
collected.

3.2 Coding Process
Each policy was coded independently by two law
students who had completed relevant coursework



Figure 1: The documents in the dataset. The X axis
shows the website’s Tranco traffic rank. The Y axis
reflects the number of documents collected for that site.
Color shows the website’s industry category. Radius
corresponds to total word count. An 18-document out-
lier is omitted from this chart.

on contracts and received training regarding legal
interpretation of privacy policies. We presented
each coder with all relevant legal documents corre-
sponding to a firms’ website and multiple-choice
questions about those documents. For each ques-
tion, coders were asked to highlight any and all text
(including text in documents incorporated by refer-
ence) they found relevant to answering the question.
They answered each question by selecting from a
set of choices describing possible policy content,
including, when applicable, the possibility that the
policy was silent on a question. They also recorded
their confidence in their answer on a Likert scale.

We reviewed the entries of each coder, resolving
disagreements and coding errors where appropriate,
as described in detail in the next subsection. For
every question where we resolved disagreements or
corrected errors, we also highlighted text we found
relevant, recorded our answer, and rated our confi-
dence. Our responses are included in the complete
dataset. They are not used in this paper’s summary
statistics or benchmarks.

Coding, review, and project management were
all performed using a suite of custom web tools
we developed, as shown in figure 2. We provide
a hosted version of the tools on our website. The
source code is available on our GitHub repository
and a hosted version of the tool is available at doc-
umentcoding.com.

3.3 Coding Schema

We generated our coding schema following the
procedure developed by Marotta-Wurgler (Marotta-

Wurgler, 2016a). The approach has been used in le-
gal empirical scholarship to make quantitative com-
parisons of privacy policy content and compliance
between industries and over time (Marotta-Wurgler,
2016b,c; Davis and Marotta-Wurgler, 2019). The
schema represents a policy content as a set of la-
bels derived from significant and influential privacy
guidelines and applicable rules that have shaped the
content and structure of privacy policies. These are:
the 1973 HEW Fair Information Practice Principles,
the 2012 Federal Trade Commission’s Information
Privacy Guidelines, the 2012 White House Privacy
Bill of Rights, the GDPR of 2018, and the CCPA
of 2020, and contract law—the background rules
courts have employed to enforce privacy policy.
The resulting coding provides a granular represen-
tation of privacy policy content mentioned in rele-
vant guidelines and laws. For example, there are
three labels that encode the rights users and firms
have with respect to changes to the policy (can the
firm make changes, does a user have to assent to
that change before it takes effect, and are changes
retroactive). Another label marks whether the set of
documents includes a class action waiver. The goal
of a granular approach was to minimize ambigu-
ity in representation of policy content and enhance
consistency among coders. We translate these vari-
ables into 64 multi-choice questions, which we
group into 11 categories:

1. CCPA (10 labels): Tracks requirements
unique to the California Consumer Protection
Act, such as whether the subject can request
that their personal information not be sold.

2. GDPR (5 labels): Tracks requirements unique
to the GDPR, such as whether the entity has
designated a Data Privacy Officer.

3. Data Practices (DP) (1 label): whether the
firm has procedures to safely dispose of per-
sonal information.

4. Enforcement (E) (8 labels): Tracks mecha-
nisms of legal reddress.

5. Notice (N) (13 labels): Tracks notices pertain-
ing to data collection and mandatory disclo-
sures with state privacy laws.

6. Contract (K) (1 label): Tracks whether policy
incorporates terms by reference.

7. Privacy by Design (PBD) (2 labels): Tracks
general data practices in management and de-
sign.

8. Security (SE) (8 labels): Tracks information
security practices.



Figure 2: The highlight tool

9. Sharing (SH) (7 labels): Tracks sharing with
third and other parties.

10. User Control (UC) (8 labels): Tracks user
rights regarding personal information access
and control.

For each question we drafted a set of answers
designed to minimize ambiguity while providing
granular representation of policy content. These
include choice sets that are binary ("Do the Terms
of Use or Terms of Service incorporate the Pri-
vacy Policy by reference?" [yes/no]), single-class
("Does the Privacy Policy offer data requests by
consumers explicitly free of charge?" [Not Appli-
cable/Yes/No]), and multi-class ("Does the privacy
policy provide means by which a user can contact
the company with any privacy concerns or com-
plaints? [select all that apply...]"). Response op-
tions also include and distinguish between policies
being silent regarding a term or the particular term
being not applicable (e.g., a policy that states that
no personal information is collected does not need
to provide information about how such information
is stored).

In contrast to other privacy policy datasets,
which make efforts to maximize inter-coder agree-
ment and often discard points of disagreement, we
preserve disagreement and low-confidence coding.
Because ambiguity is feature of many legal texts,
the ground truth is effectively probabilistic, mean-
ing disagreement and low confidence are expected
features of a classification task that capture a par-

ticular nuance of the task of legal interpretation. To
ensure that disagreements and reported low confi-
dence correspond to ambiguity in the policy rather
than unclear coding instructions, we engaged in an
iterative process to reduce exogenous sources of
ambiguity from our coding.

Once a week during the 10-week iterative re-
vision period, we met with coders and discussed
each of their coding choices. The recorded high-
lights for each question helped coders recall and
explain their decision-making. We qualitatively
assessed the source of each instance of inter-coder
disagreement or or low reported confidence, choos-
ing between five possible causes:

1. Questions: coders interpret the question in
conflicting ways due to poor or confusing
wording

2. Choices: the answer choice sets did not fully
map onto the text and law

3. Defaults: the answer choice set does not prop-
erly account for the existence of default rules
that alter the meaning of contractual silence

4. Coder Error: a coder made a mistake.
5. Policy Text: the text of the policy is ambiguous

or susceptible to reasonable disagreements in
interpretation

We addressed disagreements or confusion result-
ing from Categories 1, 2, and 3 by either adding
clarifying details to the language of questions and
answer choice sets, or adjusting the set of choices
to better reflect the range of observed practices.
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Figure 3: Agreement rate among coders, by average
self-reported confidence on a Likert scale.

When we detected coder error we corrected it and
send updated training guidance to other coders. We
made no changes following disagreements and low
confidence caused by unclear policy text. After
any change to a question we removed any coding
recorded using an outdated version of that question
from the dataset. Coders relabeled those questions
at the end of the iterative adjustment period.

Not every policy implicates the same questions
or choices; some issues arose later in our revision
window. After five rounds of iteration and revision,
we stopped observing instances of the first three
categories. The final set of coding instructions,
including the history of changes corresponding to
each variable, is included as an online appendix.

As an initial sanity check on our data, we com-
pare confidence and inter-coder agreement rates,
as shown in figure 3. We observe that inter-coder
agreement has a roughly linear relationship with
self-reported confidence. This suggests that both
disagreement and confidence correspond with situ-
ations where coders see multiple potentially appro-
priate answers. Our efforts to remove other sources
of confusion and our use of expert coders mean
that this ambiguity should largely come from the
text of the policy.

3.4 Insights from Iterative Schema
Refinement

To test whether our coding scheme and iterative
refinements actually reduce measurement errors
by reducing exogenous sources of ambiguity, we
included the OPP annotation scheme for the first
five weeks of our iterative process. OPP is a nat-
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Figure 4: Portion of questions changed during iterative
refinement, by coding scheme. OPP was removed from
the scheme after week 5.

ural baseline to measure against: it is cited as the
current "gold standard" privacy policy annotation
scheme (Mousavi Nejad et al., 2020), and has been
used to train numerous automated privacy policy
interpreters and included in the LEGALBENCH and
PRIVACYGLUE composite legal reasoning bench-
marks. While the OPP taxonomy was originally
designed to annotate short phrases by their associ-
ated data practices, the taxonomy and dataset has
been adapted for several other contexts and tasks.

While initial inter-coder agreement rates were
similar between our questions and the OPP schema,
we found that clarity issues in the OPP scheme held
steady week-over-week while our scheme’s error
rate went down. This was true for both the classi-
fications selected by coders, and the text coders
marked as relevant to each question. Figure 4
shows the portion of questions changed after each
week in our scheme and OPP. After four rounds of
iterative adjustment, we removed the OPP annota-
tions from our coding scheme because we felt each
change to the OPP annotations made meaningful
comparisons between our coding and the original
OPP-115 dataset more difficult.

These results demonstrate how ambiguity and
noise can come from the coding scheme or the way
in which it is presented. While these results caution
against uncritical reuse of the OPP taxonomy in
new contexts, they do not apply directly to the OPP
dataset. OPP was designed to pick out phrases



disclosing data practices from short text samples;
our scheme is designed to record the ways in which
the full text of a privacy policy implicates the rights
and responsibilities of firms and users.

We think that these differences in coder conver-
gence between our scheme and OPP help justify
our label selection method and iterative approach.
There are two potential exogeneities worth address-
ing here. First, if training and regular meetings
were only reason for convergence then we would
expect all questions to converge. The OPP ques-
tions questions did not, which might suggest that
our labels correspond more closely to the terms
contained in a privacy policy. Second, if the dif-
ference between the two schemes were the result
of our initial drafting choices, we would expect
to see lower rates of confusion at the outset. In-
stead, we see similar rates of initial confusion that
improve once we detect and correct our drafting
issues, further supporting the notion that our labels
are better-aligned with policy content.

4 Dataset Contents

The dataset comprises annotations for 162 docu-
ments, 88 of which were coded by at least two
coders and 74 of which were coded by a single
coder. For each document and question, the dataset
contains classifications selected by each coder,
along with a list of sentences the coder marked
as relevant to answering the question and their self-
reported confidence ranked on a Likert scale. The
dataset includes 64 variables motivated by 11 legal
categories.

For a subset of documents and questions, the
dataset also includes the amount of time each
coder spent answering the question. Coders were
all upper-level law students who had completed
coursework covering the relevant topics in contract
law. Table 1 provides additional descriptive statis-
tics about the dataset.

Except for the CCPA category, correlation be-
tween question responses is low, as shown in Fig-
ure 5. Since answers to one question are not highly
predictive of answers to another, we feel that this
set of questions provides reasonable coverage over
distinct legal interpretation tasks.

While achieving high intercoder agreement was
explicitly not our goal, the dataset exhibits a mod-
erate to high level of intercoder agreement, with
Krippendorff’s Alpha ranging from 0.40 to 0.96,
averaging at 0.55. Absolute agreement rates across

Questions 64
Categories 11
Total Coders 18
Coders per Policy 2+ 1
Policies 88 74
Paragraphs 29,359 27,372
Words 937,943 977,364
Highlight Annotations 14,811 7,218
Policy Classifications 11,718 4,733
Confidence Scores 9,608 4,464

Table 1: Summary statistics on the corpus at time of
submission to GenLaw.

C
C

PA

C
O

V
ID

SH E G
D

PR
K N PB

D

SE D
P

U
C

Figure 5: Correlation between question codings.

the dataset are 79%, though most disagreement is
concentrated in 7 questions. This may suggest that
there are a few areas where firms are more likely to
use opaque language when describing their terms.

5 Results

Using our dataset, we evaluate models on their abil-
ity to perform two tasks. The first task ("holistic
classification") is a multi-classification task that
uses the entire policy as input: given our questions
and a policy from our dataset, select the most likely
answers for each question. The second task ("high-
light prediction") is an annotation task that targets
individual paragraphs: given a question from our
dataset and a paragraph from one of the policies in
our sample, predict whether a coder marked that
paragraph as relevant to answering the question.



Average BCE Loss

Category Claude 3 GPT-4
random
guesses

overall 0.292 0.212 0.467
CCPA 0.301 0.202 0.475
COVID 0.007 0.007 0.476
DP 0.098 0.333 0.503
E 0.180 0.171 0.474
GDPR 0.253 0.168 0.441
K 0.112 0.086 0.413
N 0.360 0.202 0.456
PBD 0.254 0.302 0.473
SE 0.254 0.245 0.488
SH 0.333 0.296 0.463
UC 0.406 0.204 0.467

Table 2: Average cross-entropy on holistic classification
task, by category. At time of writing, few publicly
available models have a large enough context window
( 40k tokens) to perform the task.

We evaluate the holistic classification task using
batched cross-entropy loss. Each of the k policies
in the dataset is associated with n sets of labels,
{L1, L2, ..., Ln}, each corresponding to a question
in our coding scheme. For each label Li, has set of
options Mi. Given the ambiguity present in some
privacy policies, the ground-truth value of Lk

i may
not be a single value, but rather a probability dis-
tribution over Mi. Coder responses are therefore
definitionally noisy. We compute the goal proba-
bility distribution yk

i as ([cki1, ..., c
k
im]) normalized

to sum to 1, where ckij represents the number of
coders who selected option j for question i on doc-
ument k. We apply label smoothing to account for
noise, as described in (Müller et al., 2020), setting
α to .1. We use LLMs to generate a probability
distributions pki over the set of options for each
label. When logprobs are available, we generate
the distribution by crawling the response tree of
each branch until an answer is selected or the net
probability is negligible. We evaluate model re-
sponses by computing binary cross-entropy loss
between model response and the reference distribu-
tion, 1

mi

∑mi
j=1(y

k
ij log(p

k
ij)+(1−ykij) log(1−pkij)).

We record the average loss by question, category,
and across the entire dataset.

Because some policies contain more than 32
thousand tokens, we can only test LLMs with suffi-
ciently large context windows without resorting to
context-expanding techniques or alternative mod-
els, which are out of scope for this project. The

model acc. recall f1
LEGAL-BERT 87.16 14.04 1.58
BERT-BASE 63.69 22.05 1.73

Table 3: Average zero-shot performance on highlighting
task, optimizing for f1. Because highlighting is noisy
and heavily skewed, we suspect a certain number of
false positives are unavoidable.

performance of the major commercial LLMs with
sufficiently large context windows appears in table
2. For some of the questions in our dataset, the
models performed worse than random guessing, a
result we found surprising. The errors appear to
be caused by the models incorrectly selecting "not
applicable" and "does not disclose" options far too
often.

We evaluate highlight predictions, a binary clas-
sification task, by concatenating individual para-
graphs with question text and option descriptions.
yij = 1 if at least one coder flagged paragraph j
as relevant when answering question i, and 0 oth-
erwise. We tested zero-shot labeling, prompting
the model to answer whether the paragraph was
relevant and computing the relative likelihood of
an affirmative or negative response using the tree-
crawling approach described above. The zero-shot
accuracy, precision, and f1 scores of several mod-
els are shown in table 3.

We note that performance varies significantly
across categories and questions, including ques-
tions within the same category. While differences
in performance between models may be an ar-
tifact of our prompt design, we found the vari-
ance between similar questions about similar top-
ics striking. At least for the systems we tested,
an LLM’s ability to answer one legal question ap-
pears to not be predictive of that LLM’s ability to
answer other questions, even within extremely nar-
row domains like "properties of sharing practices
described within a privacy policy."

6 Future Directions

This project is designed to contribute to the grow-
ing body of legal task corpora. We plan to add
it to open-source legal benchmarks, such as the
LEGALBENCH consolidated corpus.

One of the challenges of analyzing legal docu-
ments is how work-intensive it is, how ephemeral
some documents are, and how difficult it can be
to comparing documents across time, especially if



they incorporate changing (external) legal contexts
by reference. By releasing these tools and putting
greater emphasis on reproducability, we plan to
extend this dataset to observe how privacy policies
change over time.

Our tools for classifying legal documents were
intentionally designed to apply to other legal tasks,
or to support future extensions of the question set
and dataset. We hope to partner with other legal
experts to expand this dataset to cover a broader
range of legal questions and documents.

Finally, we have begun investigating the under-
lying cause of uneven rates of disagreement by
question among coders (and, to a lesser extent, simi-
larly uneven response rates between state-of-the-art
LLMs). We would like to determine whether firms
are intentionally ambiguous to obscure practices or
add flexibility, whether a mismatch between tech-
nology and law makes certain disclosure difficult
or nonsensical, or whether some other factor is at
play.

7 Conclusion

We have described our motivation, creation method,
and initial analysis of a hand-coded dataset for the
interpretation of privacy policies. This new dataset
the captures granular multi-class data about 162 pri-
vacy policies and their associated documents along
64 dimensions provides a new resource for the de-
velopment and benchmarking of NLP systems that
interpret long legal text. Our coding approach is
designed to capture complexities inherent to the
task of legal interpretation that are not present in
current privacy policy datasets, such as addressing
textual ambiguity, indeterminate meaning, interde-
pendent clauses, contractual silence, and the effect
of legal defaults. Along with our classification
data, we include relevant-text annotations and con-
fidence scores from each labeller. We supplement
this dataset with our own coding of the questions
where labellers disagree or report low confidence,
which may provide additional insight into the tex-
tual ambiguities in the underlying policies.

We include the tools we used to produce this
dataset, including a hosted online tool that (non-
technical) domain experts can use to produce simi-
lar classification datasets in other areas of expertise.

Limitations (not part of page limit)

All but one of our population of coders learned con-
sumer contracts (the relevant class for privacy pol-

icy interpretation) at the same law school from the
same two law professors. They may have adopted
some of those professors biases, or approach con-
tract interpretation in similar ways. That overlap
may have obscured lingering ambiguities in our
coding scheme. It may also have biased them to-
wards understanding a coding scheme designed by
one of those professors. We think the latter possi-
bility is fairly remote–privacy policies are a suffi-
ciently esoteric corner of contract law; it receives
very little dedicated class time.

As noted above, the "ground truth" meaning of a
contract can be probabilistic. Our coders effectively
took a noisy sample of each contract with n = 2
or n = 1. (At time of GenLaw submission, 74
contracts are still n = 1, but we RAs ready to fill
in those blanks over the summer). We think this
is reasonable for two reasons. First, the two-coder
approach matches the current state of the art for
privacy policy datasets. Second, confidence seems
to be a decent predictor of disagreement, which
opens mitigation options. We didn’t, but potentially
could, explore mitigation options.

The noisiness of our measurements also means
that our benchmarks in part 5 necessarily contain a
(somewhat arbitrary) smoothing factor. We suspect
that specific tasks might be better measured using
other metrics, and that the smoothing factor could
be tuned to reflect confidence.

Likert scores are notoriously messy, meaning
our confidence measurements may not contain as
much information as we’d ideally like to capture.

Our reported benchmark performance rely on
the quality of our prompt design. We have more
experience designing prompts for LEGALBERT
and GPT-4; our measurement of Claude 3 and other
BERT models may be influenced by a prompt that
is better suited for GPT. (our prompts are included
in our appendices and github repo for reference).
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Appendices
A Question List

Category Question ID Question
Contract (K) K-1 Do the Terms of Use or Terms of Service incorporate the

Privacy Policy by reference?
Notice (N) N-1 ’Does the Privacy Policy include the company’s cookie policy

such as an explanation on the text or a hyperlink to a document
with a cookie policy?’

Notice (N) N-2 ’Does the Privacy Policy note or explain that the company uses
tracking elements other than cookies such as local storage
cookies browser fingerprints or other non-cookie tracking
elements? ’

Notice (N) N-3 ’Does the privacy policy state that the company collects or
stores biometric information such as facial scans fingerprints
facial patterns voice or typing cadence?’

Notice (N) N-4 ’Does the Privacy Policy include a statement noting that that
personally identifiable nformation will be used internally only
for business purposes such as for effecting administering or
enforcing a transaction or for sending future correspondence to
the user or for research internal database compilation or for
servicing the website? Not that using the data for advertising is
not considered an internal business purpose.’

Notice (N) N-5 ’Does the privacy policy include a commitmen t by the company
to use personally identifiable information only for stated
context specific purposes? These are purposes that a user would
expect in the context of the service provided such as users
expecting their personal profiles made available to other users in
a dating site? ’

Notice (N) N-6 Are third parties llowed to place advertisements that may track
user behavior?

Notice (N) N-7 Does the privacy policy identifiy third party recipients of shared
or sold data?

Notice (N) N-8 ’Does the privacy policy define words such as "affiliates" or
"third parties " if it uses them? ’

Sharing (SH) SH-1 ’Are affiliates or subsidiaries bound to this privacy policy
confidentiality agreements or have contractual obligations
outlining how the shared data will be used or secured?’

Sharing (SH) SH-2 ’Are contractors service providers or processors (for example
payment process companies) bound by either the same privacy
policy confidentiality agreements or are under contractual
obligations outlining how data will be used and secured? ’

Sharing (SH) SH-3 Are third parties bound by the same privacy policy?
Sharing (SH) SH-4 Does the company perform due diligence to ensure the

legitimacy of third parties that may have access to personally
identifiable information?

Sharing (SH) SH-5 ’Does the company have a contract with third parties other than
processors or service providers establishing how the shared
persinally identifiable data can be used?’

Sharing (SH) SH-6 ’Does the privacy policy provide hyperlinks to the privacy
policies of relevant third parties’ PP’s? For example sometimes
the privacy policy includes links to third party privacy policies
when it states that any engagement with third parties will be
governed by third party privacy policies’

Sharing (SH) SH-7 ’What is consent mechanism for sharing or selling personally
identifiable or sensitive information with entities that are not
service providers? Please do not consider service providers
whose function is to effect administer or enforce a transaction
send future correspondence to user or perform research internal
database compilation or servicing the website?’

Notice (N) N-9 ’Does the privacy policy include a "Change of Terms " or
modifiacation provision that allows the firm to change the
privacy policy?’

Notice (N) N-10 Does the privacy policy require the user/consumer to explicitly
assent to any material changes?



Category Question ID Question
Notice (N) N-11 Does the privacy policy states that material changes made to the

policy will be retroactive or apply to previous data collection?
User Control (UC) UC-1 ’Does the privacy policy allow the user or consumer to request

that incorrect data be either rectified updated or erased?’
User Control (UC) UC-2 Does the privacy policy allow users or consumers to adjust their

privacy settings? Note that directing the user to control cookies
through settings in the browser doesn’t count. The ansswer to
this question may also be found by exploring the privacy
settings of the service.

User Control (UC) UC-3 Does the privacy policy allow users or consumers to access and
correct or update any personally identifiable information
collected by the company?

User Control (UC) UC-4 Does the privacy policy allow the user to request that personally
identifiable information be deleted or anonymized?

Notice (N) N-12 Does the privacy policy summarize the key terms at the top of
the policy? Just a table of contents doesn’t count.

User Control (UC) UC-5 Do the Term of Use include a term explaining the ownership of
the user’s or consumer’s personally identifiable information?

Security (SE) SE-1 Is there a term in the Privacy Policy or Terms of Use
guaranteeing data accuracy?

Security (SE) SE-2 Does the privacy policy specify any reasonable procedures the
company many have in place to ensure data accuracy?

Security (SE) SE-3 Does the privacy policy note whether the firm reserves a right to
disclose protected personally identifiable information to comply
with law or prevent crime?

Security (SE) SE-4 Does the firm preserve the right to disclose protected
identifiable information to protect its own rights?

Security (SE) SE-5 Will users or consumers be given notice of any government
requests for information about the user?

Security (SE) SE-6 Does the privacy policy state whether the user will be notified in
case there is a data breach?

User Control (UC) UC-6 Does the privacy policy state what happens to the data or
personally identifiable information the company collects if the
firm ceases to exist or is acquired?

Notice (N) N-13 ’Does the privacy policy explain any data procedures if
company is sold or otherwise ceases to exist by for example
filing for bankruptcy? ’

User Control (UC) UC-7 ’If company is sold or goes bankrupt is the user or consumer
given choice as to what happens to their data or personally
identifiable information?’

User Control (UC) UC-8 Does the privacy policy explain what happens to the personally
identifialbe infomration of a user who quits the service or closes
the account?

Data Practices (DP) DP-1 Does company have a procedure for safely disposing unused or
no longer needed data or personally identifiable information?

Security (SE) SE-7 ’Does the privacy policy describe any substantive privacy and
security protections incorporated into firm’s managerial or
structural procedures such as limiting the number of employees
who have access to personally identifiable data allowing
personally identifiable data access only for job-related functions
assigning employees to oversee privacy issues employing Chief
Privacy Officer o rrequiring periodic audits? ’

Security (SE) SE-8 ’Does the privacy policy identify which means of technological
security it employs such as encryption?’

Enforcement (E) E-1 Does the privacy policy provides means by which user can
contact the company with any privacy concerns or complaints?
Please select all that apply.

Enforcement (E) E-2 ’Do the privacy policy or the Terms of Use have a forum
selection clause? If so which forum? ’

Enforcement (E) E-3 ’Do the privacy policy or Terms of Use have choice of law
clause? If so which law? ’

Enforcement (E) E-4 Do the privacy policy or Terms of Use have an arbitration
clause?

Enforcement (E) E-5 Do the privacy policy or terms of use have a class action waiver?
Enforcement (E) E-6 Do the privacy policy or terms of use disclaims liability for

failure of security measures?



Category Question ID Question
Enforcement (E) E-7 Does the privacy policy provides a link to the Federal Trade

Commision’s Consumer Complaint Form or does it inlcude t he
FTC telephone number?

Enforcement (E) E-8 ’Does the privacy policy include a privacy seal certification or
industry oversight organization other than those mandated by
international law such as the Swiss Privacy Law? Privacy Seals
are independent third-party enforcement programs to monitor
company practices and enforce privacy policies. They are
designed to provide protection to consumers by allowing Web
companies to standardize privacy policies. Privacy seal
programs include among others TRUSTe BBBOnline and CPA
Webtrust. These are different from regulatory compliance seals
such as those that the company complies with COPPA the
Children Online Privacy Protection Act). ’

Privacy By Design (PBD) PBD-1 Does the privacy policy require periodic compliance review of
structural and technological data security measures?

Privacy By Design (PBD) PBD-2 ’Does the privacy policy contain self-reporting measures in case
the firm experiences a privacy violation to for example a
privacy seal organization or third party consultant?’

GDPR (GDPR) GDPR-1 Does the privacy policy states that it complies with GDPR or it
includes section on GDPR compliance?

CCPA (CCPA) CCPA-1 ’Doe the privacy policy include a link to the CCPA section as
opposed to in the same privacy policy?’

CCPA (CCPA) CCPA-2 ’Does the privacy policy state that the firm’s CCPA policy only
applies to California residents? For example does it inlcude a
statement similar to the following one: "This California section
supplements the Privacy Policy and applies solely to California
consumers (excluding our personnel). The Table below
describes how we process California consumers’ personal
information (excluding our personnel) based on definitions laid
out in the California Consumer Privacy Act ("CCPA")." ’

CCPA (CCPA) CCPA-3 ’Does the privacy policy include a California Privacy Rights
Section that explains all rights afforded to users and consumers
under the CCPA? For example these include: the right to
request disclosure of business’ data collection and sales
practices the categories of personal information collected the
source of the information use of the information and if the
information was disclosed or sold to third parties the categories
of personal information disclosed or sold to third parties and the
categories of third parties to whom such information was
disclosed or sold; The right to request a copy of the specific
personal information collected about them during the 12 months
before their request (together with right #1 a "personal
information request"; The right to have such information deleted
(with exceptions); he right to request that their personal
information not be sold to third parties if applicable; and The
right not to be discriminated against because they exercised any
of the new rights.]’

CCPA (CCPA) CCPA-4 ’Does the privacy policy directs California Residents to the
CCPA section when describing general non-California
exclusive data practices?’

CCPA (CCPA) CCPA-5 Does the privacy policy offer California residents an opportunity
to request all information shared with third parties in the last
year?

CCPA (CCPA) CCPA-6 Does the privacy policy offer California residents a direct link
via which to contact site and request information?

CCPA (CCPA) CCPA-7 Does the privacy policy offer data requests by consumers or
users explicitly free of charge?

CCPA (CCPA) CCPA-8 Does the privacy policy list the categories of personal
information sold in the past 12 months?

CCPA (CCPA) CCPA-9 ’Does the privacy policy identify at least two methods for
submitting a personally identifiable information or erasure
request in accordance with CCPA? These must include at a
minimum a web page and a toll-free telephone number.’

GDPR (GDPR) GDPR-2 Does the privacy policy state that it complies with EU-US
Privacy Shield?

GDPR (GDPR) GDPR-3 Does the privacy policy state that GDPR terms apply only and
exclusively to EU residents?



Category Question ID Question
CCPA (CCPA) CCPA-10 ’Does the privacy policy offer consumers or users the right to

opt-out of selling personal information to third parties with a
visible direct link to "Do Not Sell My Personal Information"?’

GDPR (GDPR) GDPR-4 ’Are users or consumers able to object to the processing or
automated decision making that could impact them? This is
only applicable if company does profiling or any other
automated decision making such as algorithmic decision
making or any automated decisions that don’t involve a human.’

GDPR (GDPR) GDPR-5 ’If the privacy policy state that the firm engages in automated
decision making does it provide meaningful information about
the logic involved or significance or effect of such decisions?’

COVID (COVID) COVID-1 ’Does the privacy policy include any terms related to contact
tracing health tracking or other terms in relationship to
COVID?’



B Average BCE for Holistic Reading Task

Question ID Claude 3 "haiku" GPT-4
CCPA-1 0.1221 0.0974
CCPA-2 0.4428 0.0955
CCPA-3 0.2328 0.1810
CCPA-4 0.3474 0.2599
CCPA-5 0.2911 0.2604
CCPA-6 0.3454 0.1875
CCPA-7 0.3050 0.2324
CCPA-8 0.3307 0.3168
CCPA-9 0.2928 0.1722
CCPA-10 0.3041 0.2102
COVID-1 0.0066 0.0066
DP-1 0.0979 0.3332
E-1 0.1993 0.1439
E-2 0.2015 0.2304
E-3 0.0873 0.0771
E-4 0.1424 0.1147
E-5 0.0879 0.2321
E-6 0.2779 0.1487
E-7 0.0164 0.0006
E-8 0.4248 0.4195
GDPR-1 0.1676 0.0813
GDPR-2 0.0398 0.0430
GDPR-3 0.4921 0.2249
GDPR-4 0.3523 0.2689
GDPR-5 0.2108 0.2207
K-1 0.1117 0.0862
N-1 0.1020 0.1016
N-2 0.1322 0.1946
N-3 0.3703 0.3262
N-4 0.4447 0.1618
N-5 0.4528 0.4427
N-6 0.1377 0.1094
N-7 0.3442 0.2391
N-8 0.3565 0.0626
N-9 0.0710 0.0642
N-10 0.4758 0.2301
N-11 0.6175 0.0625
N-12 0.5920 0.1040
N-13 0.5874 0.5340
PBD-1 0.3580 0.5466
PBD-2 0.1504 0.0575
SE-1 0.0740 0.0607
SE-2 0.6783 0.5976
SE-3 0.0938 0.0369
SE-4 0.1960 0.1375
SE-5 0.0407 0.2867
SE-6 0.4634 0.4523
SE-7 0.3876 0.3005
SE-8 0.0922 0.0874
SH-1 0.2494 0.1998
SH-2 0.2139 0.2111
SH-3 0.1823 0.1611
SH-4 0.5571 0.5248
SH-5 0.3440 0.2983
SH-6 0.4556 0.3863
SH-7 0.3277 0.2868
UC-1 0.4287 0.2785
UC-2 0.4593 0.2353
UC-3 0.2130 0.1401
UC-4 0.2137 0.1816
UC-5 0.4042 0.2940
UC-6 0.3517 0.1501
UC-7 0.8190 0.0472



Question ID Claude 3 "haiku" GPT-4
UC-8 0.3507 0.3002



C Performance on Highlighting Task

C.1 BERT

Question ID F1 Recall Accuracy Precision
CCPA-1 0.0070 0.0301 0.9585 0.0040
CCPA-10 0.00 0.1984 0.6220 0.0026
CCPA-2 0.0195 0.0314 0.9921 0.0151
CCPA-3 0.0211 0.3240 0.3554 0.0115
CCPA-4 0.0047 0.0035 0.9926 0.0071
CCPA-5 0.0119 0.1278 0.9118 0.0066
CCPA-6 0.0215 0.0752 0.9560 0.0126
CCPA-7 0.0055 0.0095 0.9900 0.0039
CCPA-8 0.0091 0.1386 0.9134 0.0049
CCPA-9 0.0140 0.3024 0.7292 0.0072
COVID-1 0.0011 0.0362 0.3553 0.0005
DP-1 0.0120 0.0090 0.9969 0.0181
E-1 0.0340 0.2729 0.7820 0.0196
E-2 0.0276 0.0470 0.9936 0.0221
E-3 0.0301 0.0790 0.9910 0.0263
E-4 0.0200 0.0561 0.9700 0.0127
E-5 0.0067 0.0168 0.9960 0.0042
E-6 0.0184 0.2299 0.8604 0.0097
E-7 0.0006 0.0270 0.8381 0.0003
E-8 0.0055 0.1224 0.8440 0.0030
GDPR-1 0.0197 0.0691 0.9646 0.0146
GDPR-2 0.0167 0.0267 0.9877 0.0130
GDPR-3 0.0194 0.0169 0.9934 0.0243
GDPR-4 0.0147 0.0147 0.9970 0.0147
GDPR-5 0.0019 0.1975 0.6744 0.0009
K-1 0.0135 0.0873 0.9630 0.0078
N-1 0.0156 0.6252 0.2177 0.0081
N-10 0.01 0.0508 0.9297 0.0070
N-11 0.0066 0.1113 0.8707 0.0035
N-12 0.0080 0.0368 0.9140 0.0047
N-13 0.0041 0.2774 0.4728 0.0021
N-2 0.0106 0.3712 0.6890 0.0055
N-3 0.0168 0.0126 0.9957 0.0252
N-4 0.0315 0.5232 0.6695 0.0170
N-5 0.0177 0.5631 0.4608 0.0092
N-6 0.0314 0.0856 0.9773 0.0272
N-7 0.0344 0.0682 0.9635 0.0259
N-8 0.0097 0.0250 0.9840 0.0097
N-9 0.0145 0.3592 0.8235 0.0079
PBD-1 0.0062 0.0184 0.9810 0.0038
PBD-2 0.0051 0.0060 0.9912 0.0045
SE-1 0.0109 0.0272 0.9920 0.0068
SE-2 0.0093 0.1353 0.9067 0.0051
SE-3 0.0203 0.0331 0.9798 0.0172
SE-4 0.0133 0.4715 0.7461 0.0068
SE-5 0.0117 0.0262 0.9893 0.0085
SE-6 0.0057 0.0267 0.9680 0.0032
SE-7 0.0189 0.1036 0.9531 0.0112
SE-8 0.0075 0.0425 0.9638 0.0044
SH-1 0.0173 0.2206 0.8836 0.0092
SH-2 0.0154 0.0866 0.9513 0.0089
SH-3 0.0307 0.0826 0.9765 0.0203
SH-4 0.0041 0.0704 0.8922 0.0021
SH-5 0.0176 0.1469 0.9413 0.0096
SH-6 0.0195 0.0260 0.9856 0.0212
SH-7 0.0321 0.3043 0.9086 0.0182
UC-1 0.0229 0.0767 0.9597 0.0141
UC-2 0.0119 0.2691 0.7595 0.0062
UC-3 0.0231 0.2021 0.9304 0.0132
UC-4 0.0295 0.0685 0.9809 0.0196
UC-5 0.0606 0.2876 0.9557 0.0416
UC-6 0.0078 0.4496 0.6576 0.0039



Question ID F1 Recall Accuracy Precision
UC-7 0.0198 0.0297 0.9965 0.0148
UC-8 0.0147 0.1140 0.9381 0.0081

C.2 LEGAL-BERT

Question ID F1 Recall Accuracy Precision
CCPA-1 0.0070 0.0301 0.9585 0.0040
CCPA-10 0.0050 0.1984 0.6220 0.0026
CCPA-2 0.0195 0.0314 0.9921 0.0151
CCPA-3 0.0211 0.3240 0.3554 0.0115
CCPA-4 0.0047 0.0035 0.9926 0.0071
CCPA-5 0.0119 0.1278 0.9118 0.0066
CCPA-6 0.0215 0.0752 0.9560 0.0126
CCPA-7 0.0055 0.0095 0.9900 0.0039
CCPA-8 0.0091 0.1386 0.9134 0.0049
CCPA-9 0.0140 0.3024 0.7292 0.0072
COVID-1 0.0011 0.0362 0.3553 0.0005
DP-1 0.0120 0.0090 0.9969 0.0181
E-1 0.0340 0.2729 0.7820 0.0196
E-2 0.0276 0.0470 0.9936 0.0221
E-3 0.0301 0.0790 0.9910 0.0263
E-4 0.0200 0.0561 0.9700 0.0127
E-5 0.0067 0.0168 0.9960 0.0042
E-6 0.0184 0.2299 0.8604 0.0097
E-7 0.0006 0.0270 0.8381 0.0003
E-8 0.0055 0.1224 0.8440 0.0030
GDPR-1 0.0197 0.0691 0.9646 0.0146
GDPR-2 0.0167 0.0267 0.9877 0.0130
GDPR-3 0.0194 0.0169 0.9934 0.0243
GDPR-4 0.0147 0.0147 0.9970 0.0147
GDPR-5 0.0019 0.1975 0.6744 0.0009
K-1 0.0135 0.0873 0.9630 0.0078
N-1 0.0156 0.6252 0.2177 0.0081
N-10 0.0116 0.0508 0.9297 0.0070
N-11 0.0066 0.1113 0.8707 0.0035
N-12 0.0080 0.0368 0.9140 0.0047
N-13 0.0041 0.2774 0.4728 0.0021
N-2 0.0106 0.3712 0.6890 0.0055
N-3 0.0168 0.0126 0.9957 0.0252
N-4 0.0315 0.5232 0.6695 0.0170
N-5 0.0177 0.5631 0.4608 0.0092
N-6 0.0314 0.0856 0.9773 0.0272
N-7 0.0344 0.0682 0.9635 0.0259
N-8 0.0097 0.0250 0.9840 0.0097
N-9 0.0145 0.3592 0.8235 0.0079
PBD-1 0.0062 0.0184 0.9810 0.0038
PBD-2 0.0051 0.0060 0.9912 0.0045
SE-1 0.0109 0.0272 0.9920 0.0068
SE-2 0.0093 0.1353 0.9067 0.0051
SE-3 0.0203 0.0331 0.9798 0.0172
SE-4 0.0133 0.4715 0.7461 0.0068
SE-5 0.0117 0.0262 0.9893 0.0085
SE-6 0.0057 0.0267 0.9680 0.0032
SE-7 0.0189 0.1036 0.9531 0.0112
SE-8 0.0075 0.0425 0.9638 0.0044
SH-1 0.0173 0.2206 0.8836 0.0092
SH-2 0.0154 0.0866 0.9513 0.0089
SH-3 0.0307 0.0826 0.9765 0.0203
SH-4 0.0041 0.0704 0.8922 0.0021
SH-5 0.0176 0.1469 0.9413 0.0096
SH-6 0.0195 0.0260 0.9856 0.0212
SH-7 0.0321 0.3043 0.9086 0.0182
UC-1 0.0229 0.0767 0.9597 0.0141
UC-2 0.0119 0.2691 0.7595 0.0062
UC-3 0.0231 0.2021 0.9304 0.0132



Question ID F1 Recall Accuracy Precision
UC-4 0.0295 0.0685 0.9809 0.0196
UC-5 0.0606 0.2876 0.9557 0.0416
UC-6 0.0078 0.4496 0.6576 0.0039
UC-7 0.0198 0.0297 0.9965 0.0148
UC-8 0.0147 0.1140 0.9381 0.0081


