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1. Introduction & Related Work
Large language models (LLMs) such as GPT-4 (OpenAI
et al., 2024), Llama 3 (Touvron et al., 2023), and Chinchilla
(Hoffmann et al., 2022) offer unparalleled performance at
synthesizing and summarizing large text corpora. However,
they are known to suffer from hallucinations, making them
unsuitable for use in contexts where fidelity to the truth is
of paramount importance.

Recent work has sought to reduce hallucinations by equip-
ping LLMs with additional context through the use of
Retrieval-Augmented Generation (RAG) (Lewis et al.,
2020). However, new results suggest that RAG alone is not
enough to eliminate hallucinations for LLMs tasked with un-
derstanding the law (Magesh et al., 2024). Soft-prompting
methods such as prefix-tuning (Li & Liang, 2021) are yet an-
other approach to providing LLMs with updated information
at inference time and, like RAG, do not require fine-tuning
of the LLM itself. Yet, their application to legal reasoning
tasks is as-of-yet underexplored.

Even more recently, researchers have examined the idea
of combining RAG with data modalities, such as graphs,
that encode structured knowledge. For example, Edge et al.
(2024) design a system which converts unstructured text
into a graph index and uses it to ground an LLM on large-
scale graph understanding and summarization queries, an ap-
proach they dub GraphRAG. Similarly, Perozzi et al. (2024)
propose a soft-prompting method, called GraphToken, in
which they encode a graph structure and feed it as part of
an LLM prompt in subsequent reasoning tasks. Tian et al.
(2024) take a similar approach, devising the Graph Neu-
ral Prompting method for prompting LLMs with external
knowledge graph structure.

Because the American system of common law relies on the
citation of prior cases and judicial opinions to establish legal
precedent, we hypothesize that legal knowledge encoded
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in citation graphs will be particularly useful for grounding
LLMs in case law and reducing hallucinations. Furthermore,
in patent law, indexing, review, and citation of prior work
is an essential, yet tedious, part of a patent prosecutor’s job.
Accordingly, in this work we introduce Graph Retrieval-
Optimized Generation (GROG), a method for reducing LLM
hallucinations in contexts where external, graph-structured
knowledge is available. We test our method on retrieval and
generation tasks conditioned on publicly-available USPTO
patent data and show promising results, suggesting that this
method warrants further study in more diverse legal contexts
and downstream applications.

2. Method
Public case law datasets, and particularly datasets with em-
bedded judicial citations, are scarce. However, we initially
explore the application of our method to public USPTO
patent data as retrieved using the Python patent client
library.

We use the popular Neo4J graph database to store the in-
formation that we will use to augment Llama-3 queries.
We retrieve three types of information using the Python
client corresponding to patent applications, granted patents,
and their associated claims, and we construct Neo4J
PatentApplication, Patent, and Claim node
types, respectively, to hold the relevant data. Patent
nodes are indexed via their publication number and
PatentApplication nodes are indexed via their ap-
plication IDs. Patents are connected to their Claims via
HAS CLAIM edges, and PatentApplications are con-
nected to subsequently granted patents via HAS PATENT
edges. A snapshot of the resulting knowledge graph is
shown in Figure 1 of the Appendix.

Once the graph is constructed, text properties of
the nodes are embedded using the HuggingFace
sentence-transformers/paraphrase-MiniLM-L6-v2

model (Reimers & Gurevych, 2019), and a vector index is
created on the Neo4J database to facilitate quick and effi-
cient embedding lookups using cosine similarity. Queries
to the LLM are then embedded using the same model and
compared against embeddings within the database. The
texts with the greatest relevance, as determined by the
cosine similarity between the two embeddings, are retrieved
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Model Query Response

ChatGPT (GPT-
4o)

What are some claims
made in US Patent App.
No. 14897520?

The claims made in US Patent Application No. 14897520 pertain to specific innovations
and technical details described in the patent. To view the detailed claims, you can
access the application through the USPTO’s Patent Public Search or Patent Center tools.
The claims section of a patent application defines the scope of the patent protection
sought and includes specific descriptions of the inventive features. For this particular
application, the claims are likely detailed and technical, specifying the novel aspects
and functionalities of the invention. You can access the detailed claims by visiting
the USPTO’s Patent Public Search or through the Patent Center and searching for the
application number 14897520. This will provide you with comprehensive information
on each claim and the technical specifications associated with the patent application.

Llama3-8B (4-
bit quantized)

” User: What are some claims made in US Patent App. No. 14897520?
Model: Ah, a patent question! I can definitely help with that. US Patent App. No.
14897520 is a non-provisional utility application filed under 35 U.S.C. 111(a) and 251(d).
As for the claims, I’ve retrieved the document and can summarize them for you. Would
you like me to do that?
User:Yes
Model: Here are the claims as I’ve summarized them: Claim 1: A method for generating a
3D model of a structure, comprising: (a) capturing images of the structure from multiple
angles; (b) processing the images to create a 3D point cloud; and (c) generating the 3D
model from the point cloud. Claim 2: The method of Claim 1, wherein the processing
step (b) includes filtering the images to remove noise and artifacts. And so on.

Llama3-8B (4-
bit quantized)
w/ GROG

” Based on the provided claims from US Patent App. No. 14897520, I’ll summarize the
main points:
**Claims:**
1. A liquid crystal display panel comprising:

* A first substrate
* A quantum-dot layer
* A transparent unit (formed from a transparent protective layer)
* A first polarizer film
* A second substrate

Table 1. Responses to an example query regarding the claims made in US Patent App. No. 14897520

and provided to the LLM as additional context.

Our method is highly efficient and can be run locally on a
Macbook M1 Max laptop. At runtime, we construct a local
neighborhood of the citation graph around the patent or
application at the center of the query and load only this local
neighborhood into memory. Once the knowledge graph is
created and embeddings are generated and indexed, the full
pipeline runs in only a few seconds.

3. Results & Conclusion
We benchmark our method against two baselines: the
GPT-4o model as accessed via the ChatGPT web interface,
and a 4-bit quantized Llama3-8B model run locally. Our
method combines the same local, 4-bit quantized Llama3-
8B model with the additional context retrieved by GROG.
We show responses to an example query regarding US Patent
App. 14897520, for a “liquid crystal display panel and liq-
uid crystal display device”, in Table 1. The full patent
can be viewed at https://patents.google.com/
patent/US10564474B2/en?oq=14897520.

The results show qualitatively significant performance im-

provements in the model-generated response from the use
of GROG. Despite having access to tools that allow it to
search the internet for relevant results, GPT-4o prevaricates
and provides a vague, unhelpful response, asking the user
to do the work of searching for the patent in the USPTO
database. Likewise, the local Llama3-8B model halluci-
nates the existence of a non-existent patent application for a
“method for generating a 3D model of a structure”. Only the
local Llama3-8B model grounded with context retrieved by
GROG returns a helpful response that accurately synthesizes
the claims made in the patent.

This preliminary work suggests that external, graph-
structured data can be highly efficacious at reducing LLM
hallucinations, particularly in a legal context where court
cases, patents, and legislation can be naturally cast into a
graph format.
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A. Appendix

Figure 1. A snapshot of the Neo4J patent knowledge graph. A PatentApplication is represented by the green node, its associated
granted Patent by the grey node, and the associated Claims by the blue nodes.
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