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Abstract
This position paper discusses the potential of wa-
termarking as a means to improve transparency
and traceability in AI-generated content. Al-
though robustness is often highlighted as a ma-
jor technical challenge, watermarking has un-
deniable advantages over other content prove-
nance methods, such as forensics or fingerprint-
ing, making it inevitable. However, more signif-
icant unanswered questions remain, such as how
to use and trust the detection outcomes and how
to ensure interoperability between actors. We
should prioritize finding both technical and reg-
ulatory answers to these questions – currently
scarce in the public discourse – rather than focus-
ing on robustness, which is not truly problematic.

1. Introduction
Digital watermarking conceals information directly into the
content itself, e.g. in pixels of an image. Watermark ex-
tractors or detectors are specific algorithms that extract the
watermark signal even if the content has been modified
to some extent. It is a mature technology that remains
unknown because its first requirement is imperceptibility.
Millions of people are daily exposed to watermarked con-
tent in: photos of the news industry (web or print) to iden-
tify the source photo agency; audio and video of Digital
Cinemas or Video On Demand portals to combat piracy; or
audio of TV broadcasts for audience measurement.

Meanwhile, identifying content provenance is increasingly
important since AI-generated content is used for swaying
public opinion (Goldstein et al., 2023), fraud, or imperson-
ation at a higher scale and more convincingly than even
authentic content (Spitale et al., 2023). Governments are
getting hold of the issue through new regulations that im-
pose watermarking as a technical means for transparency
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and traceability (USA, 2023; Chi, 2023; Eur, 2023)1. For
instance, the Californian act on watermarking would re-
quire model providers to “place imperceptible and max-
imally indelible watermarks containing provenance data
into synthetic content” (California State Leg., 2024). Sev-
eral key players, like Google, Meta, and OpenAI, have al-
ready started applying it at scale.

For many, the primary concern is robustness: malicious ac-
tors might attempt to remove the watermark. This issue is
frequently cited as the main barrier to implementing wa-
termarking for detection purposes (Christodorescu et al.,
2024; Knibbs, 2023; Harris & Norden, 2024). Improving
robustness is challenging, but it should not be a case of not
seeing the forest for the trees.

In section 2, we first give a brief overview of content prove-
nance methods and of watermarking. In section 3, we high-
light its technical strengths, such as low, controllable false
positive rates and versatility across different content types.
We also argue that watermarking is robust enough for its in-
tended purpose, that is, deter the vast majority of the popu-
lation by making watermark removal sufficiently challeng-
ing and legally discouraged. In section 4 we then point
out other broader challenges that lie ahead, including gov-
ernance and control issues, the implications of open-source
generative models, and the responsibilities of various stake-
holders in ensuring effective watermarking.

2. Overview of Content Provenance Methods
It is important to remember that watermarking is only one
technical means toward better traceability and should be
considered alongside other content provenance methods.
We distinguish between passive and active methods. Pas-
sive methods rely on inherent characteristics of the content
without altering it, while active methods modify the con-
tent to provide precise control and verification.

2.1. Passive methods

Forensics methods employ binary classifier that spot small
hidden traces of generated content, such as variation in
words probabilities (Mitchell et al., 2023), odd frequen-

1We report the role of watermarking in these texts in App. A

1

https://deepmind.google/discover/blog/watermarking-ai-generated-text-and-video-with-synthid/
https://about.fb.com/news/2024/04/metas-approach-to-labeling-ai-generated-content-and-manipulated-media/
https://openai.com/index/understanding-the-source-of-what-we-see-and-hear-online/


What Lies Ahead for Generative AI Watermarking

cies in images (Corvi et al., 2023) or voice synthesizer ar-
tifacts (Le et al., 2023). Relying on these small unknown
traces makes the detectors very brittle to shifts in the distri-
bution of content, and make them fall short in effectiveness
compared to watermarking techniques (Sadasivan et al.,
2023; Saberi et al., 2024). As a key example, state-of-the-
art detection methods (Wang et al., 2023) are fooled to ran-
dom chance simply by compressing generated images with
JPEG (Grommelt et al., 2024). For the same reasons, these
detectors are likely to get worse as generative models get
better and as their artifacts disappear.

Fingerprinting (or copy detection) stores hashes of all the
AI-generated content in a database, e.g. NeuralHash (Ap-
ple Inc., 2021). These hashes are vector representations
∈ {0, 1}k or Rk usually generated from self-supervised
feature extractors (Oquab et al., 2023; Devlin et al., 2018).
When a piece of content is queried, we compare its hash to
those in the database and determine if it is a copy of a regis-
tered generation. At scale, storing the hashes and searching
through them is cumbersome, and reverse search must be
approximate to be tractable (Douze et al., 2024). Moreover,
the feature extractors are not perfectly robust to content
modification: for instance, an audio and its ×1.25 speed-
up version may have different hashes. These two factors
result in errors especially in an adversarial setting (Douze
et al., 2021; Papakipos et al., 2022). Another downside is
the need of storing the hashes in a database, which makes it
harder to share and impossible for open-source scenarios.

2.2. Active methods.

Cryptographic metadata embed digital signatures and
certificates within the metadata. The Coalition for Content
Provenance and Authenticity (C2PA) and the International
Press Telecommunications Council (IPTC) have recently
proposed two standards. The upside is that forging fake
cryptographic signatures is extremely hard, however the
metadata are often removed during re-uploads or screen-
shots. A study by Imatag (2018) shows that only 3% of
images on the Internet come with copyright metadata.

Visible watermarks are straightforward and widely rec-
ognized. However, in addition to obviously degrading the
quality of the content, they are also easy to remove or tam-
per with (Dekel et al., 2017), making them less reliable.

Invisible watermarking usually consists of an embedder
and an extractor/detector, respectively responsible for hid-
ing and revealing the watermark information. It is versa-
tile and copes with different types of content. More often
than not, for audio (Chen et al., 2023; O’Reilly et al., 2024;
San Roman et al., 2024) and image (Zhu et al., 2018; Tan-
cik et al., 2020), the embedder and the extractor are neural
networks: the embedder takes a piece of content and a bi-
nary message and outputs a slightly altered version, while

the extractor takes the content and outputs a binary mes-
sage. To detect the watermark, we look at the output mes-
sage and see if there is a match with the embedded one.
There are some variants to these methods (Juvela & Wang,
2023; Fernandez et al., 2023b; Wen et al., 2023). Methods
for language model-generated text differ a little (Kirchen-
bauer et al., 2023; Aaronson & Kirchner, 2023). They mod-
ify how next tokens are sampled from the language model,
resulting in texts that present a different statistics of se-
quences of words or letters.

3. Why Watermarking is Robust Enough
Because watermarking works by actively modifying con-
tent, there is a common belief that these traces can be eas-
ily removed. However, this section outlines the technical
superiority of watermarking, particularly in terms of detec-
tion confidence and robustness. Additionally, when viewed
as part of a broader ecosystem that includes detection algo-
rithms, legal frameworks, and social norms, watermarking
proves to be robust enough for its intended purpose.

3.1. Invisible watermarking surpasses other methods

Watermarking presents undeniable advantages. First, it in-
tentionally injects traces into content, whence the greater
robustness than that of passive methods like forensics or
fingerprinting. For instance, Fernandez et al. (2023c) show
that a simple image watermarking method achieves ≈ ×8
better recall than fingerprinting after crops that keep 50%
of the original images; and Fernandez et al. (2023b) com-
pare watermarking to forensics and show that it achieves
the same true positive rate (probability of correctly flag-
ging a watermarked piece of content) for a 10 million times
smaller false positive rate (probability of wrongly flagging
a non-watermarked one), on images that are cropped, re-
sized and compressed. Attacking the watermark is always
possible but this always damages the quality, contrary to
visible watermark or metadata erasure – note that this is
also true for forensics and fingerprinting methods.

Second, a sound watermarking design has a low false pos-
itive rate. Most importantly, it is provably low (Fernan-
dez et al., 2023a), unlike with forensics and fingerprinting,
where the rates are empirically measured. Data provenance
detection will soon be tested on millions of pieces of con-
tent therefore requiring extremely low false positive rates.
This is beyond reach of an empirical validation.

3.2. Are attacks really a limitation?

Categorizing the attacks. Watermarking is not fool-
proof (Sadasivan et al., 2023; Saberi et al., 2024; Jovanović
et al., 2024). It is subject to attacks that are roughly cate-
gorized based on the attacker’s knowledge. White-box at-
tacks have full access to the watermarking algorithm and
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its parameters (e.g. model weights); black-box attacks only
have access to inputs and outputs, for instance through an
API; and no-box attacks do not have any knowledge of the
system. The effectiveness and ease of an attack generally
increases with the attacker’s level of knowledge about the
watermarking system (San Roman et al., 2024), the hard-
est ones being no-box attacks, where there is not even the
feedback on if an attack was successful or not.

Most attacks are removal attacks, where the goal is to elim-
inate the watermark from the content. Watermark forging,
where the attacker creates a counterfeit watermark, may
pose a more significant problem. Currently, without white-
box access to the embedder or extractor, forging a water-
mark is considerably difficult. There is always a trade-off
to consider: an attack may succeed in removing or forging
a watermark, but at the cost of degrading the quality of the
content itself and of making the attack more detectable.

Watermarking keeps honest people honest. Most mafia
organizations or belligerent countries have the expertise
and resources to train their own models. They will include
neither watermarking nor metadata, and forensic methods
are also doomed to fail due to the lack of such data to train
a detector. Watermarking’s goal is not to protect against
these cases. Rather, it aims to dissuade 99% of the popu-
lation, by making the removal of the watermark complex
enough and voluntary – or even criminal by law, as what
happened with DRM systems (Wikipedia, 2024), and as is
presented in the US Senate “COPIED Act” (see App. A).
This aligns with the motto “keep honest people honest,”
popularized by Hollywood in the 2000s about DRMs.

4. The Real Challenges Ahead
The technical aspects of watermarking, like its robustness
to adversarial attacks, are far from being the only consider-
ations to take into account. It is essential to address over-
looked challenges that concern governance, control, and,
maybe naively, how to even use the detection outcomes.

4.1. Who controls watermark detection?

While everybody is a priori willing to know when they are
interacting with generated content, making watermark de-
tectors publicly available introduces security risks. Open-
source detectors can lead to white-box attacks, and API
access can facilitate black-box attacks. Consequently, no
record of watermark detection by anyone other than the
generative model’s owner currently exists.

This situation, where the model provider is both judge and
jury, is problematic. It would be more trustworthy if wa-
termarking and detection were managed by trusted, unbi-
ased entities. This raises questions about who these entities
should be and how they are governed.

4.2. Open-source generative models?

They present a unique challenge since they are freely avail-
able and usable without post-hoc watermarks (applied after
generation). The case in point is Stable Diffusion (Rom-
bach et al., 2021), which was open-sourced in late 2022.
Removing the watermark in its source code was as sim-
ple as commenting out a single line. Ideally, models
should be trained or fine-tuned to generate watermarked
content natively as in (Fernandez et al., 2023b; Gu et al.,
2023). Determining responsibility in this context is com-
plex: should it be the responsibility of the individual who
uploads a model to a platform, or should hosting platforms
like GitHub or Hugging Face enforce in-model watermark-
ing? This issue needs clear regulatory guidance and possi-
bly new technological solutions to ensure compliance.

4.3. What to do with detection?

This question is not clearly addressed by current regula-
tions. The entire value chain of content distribution (large
platforms, social networks, search engines, etc.) should be
required to query detectors in order to label their content in
some way. For instance, the EU AI Act only provides for
codes of good practice for watermark embedding. There
is therefore a significant temporal discrepancy: companies
will watermark generative models’ outputs, but it will be
necessary to go to their site to query the detector in the
first instance. Content detection will only be incentivized
in a second instance, whereas it would have been neces-
sary to deploy detection at the same time and with the same
strength as the watermark embedding.

Besides, it is not even very clear how to deploy detection.
The use of watermarks for labeling authentic or fake con-
tent on social networks and search engines, as suggested by
current texts like 22949.90.3.(a) of (California State Leg.,
2024), may lead to a rebound effect. It may conversely
exacerbate misinformation by placing undue emphasis on
content that is either not detected, generated by unknown
models, or authentic but used out of context.

Moreover, detection of watermarks extends beyond indi-
vidual pieces of content, often involving the aggregation
of evidence from multiple submissions linked to a single
account. Kirchenbauer et al. (2024) notably showed that
watermarked text may be detected even under strong para-
phrasing after observing enough words.

Finally, current regulations lead different entities to quickly
develop their own watermarking methods. This results in
a fragmented ecosystem where nobody is responsible for
detection. For instance, the music generation startup Suno
(2024) watermarks their outputs, but no platforms (Face-
book, X, Spotify, Youtube, etc.) actually detect them. Col-
laborative efforts are needed to establish standards that en-
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sure watermarks are robust, but, most importantly, rec-
ognizable across platforms. It should involve regulators,
model providers and content hosting platforms.

5. Conclusion
Watermarking is the most viable technology for improv-
ing transparency and traceability in AI-generated content.
Its success will rely on robust implementation, but on
industry-wide regulation, standardization and collaboration
above other things. In short, why worry about whether
the watermark is robust enough to adversarial attacks, if
nobody other than the company that owns the generative
model has the ability to detect it?

References
Chinese ai governance rules, 2023. URL
http://www.cac.gov.cn/2023-07/13/
c_1690898327029107.htm. Accessed on August
29, 2023.

European ai act, 2023. URL https://
artificialintelligenceact.eu/. Accessed
on August 29, 2023.

Aaronson, S. and Kirchner, H. Watermarking gpt out-
puts, 2023. URL https://www.scottaaronson.
com/talks/watermark.ppt.

Apple Inc. Csam detection - technical summary,
2021. URL https://www.apple.com/child-
safety/pdf/CSAM_Detection_Technical_
Summary.pdf. Accessed: Jul. 4, 2024.

California State Leg. Amendment to california assem-
bly bill 3211. California State Legislature, April
2024. URL https://legiscan.com/CA/text/
AB3211/id/2984195. Amended in Assembly.

Chen, G., Wu, Y., Liu, S., Liu, T., Du, X., and Wei, F.
Wavmark: Watermarking for audio generation. arXiv
preprint arXiv:2308.12770, 2023.

Christodorescu, M., Craven, R., Feizi, S., Gong, N., Hoff-
mann, M., Jha, S., Jiang, Z., Kamarposhti, M. S.,
Mitchell, J., Newman, J., et al. Securing the future
of genai: Policy and technology. Cryptology ePrint
Archive, 2024.

Corvi, R., Cozzolino, D., Zingarini, G., Poggi, G., Nagano,
K., and Verdoliva, L. On the detection of synthetic
images generated by diffusion models. In ICASSP
2023-2023 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 1–5. IEEE,
2023.

Dekel, T., Rubinstein, M., Liu, C., and Freeman, W. T. On
the effectiveness of visible watermarks. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 2146–2154, 2017.

Devlin, J., Chang, M.-W., Lee, K., and Toutanova, K. Bert:
Pre-training of deep bidirectional transformers for lan-
guage understanding. arXiv preprint arXiv:1810.04805,
2018.

Douze, M., Tolias, G., Pizzi, E., Papakipos, Z., Chanussot,
L., Radenovic, F., Jenicek, T., Maximov, M., Leal-Taixé,
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A. Watermarking in Recent Drafts
(2023-2024)

A.1. White House Executive order

Sec. 3. Definitions.

(gg) The term “watermarking” means the act of
embedding information, which is typically diffi-
cult to remove, into outputs created by AI — in-
cluding into outputs such as photos, videos, au-
dio clips, or text — for the purposes of verifying
the authenticity of the output or the identity or
characteristics of its provenance, modifications,
or conveyance.

Sec. 4.5. Reducing the Risks Posed by Synthetic Content.

(a) Within 240 days of the date of this order, the
Secretary of Commerce, in consultation with the
heads of other relevant agencies as the Secre-
tary of Commerce may deem appropriate, shall
submit a report to the Director of OMB and the
Assistant to the President for National Security
Affairs identifying the existing standards, tools,
methods, and practices, as well as the potential
development of further science-backed standards
and techniques, for: [...]
(ii) labeling synthetic content, such as using wa-
termarking; [...]

Sec. 10. Advancing Federal Government Use of AI. 10.1.
Providing Guidance for AI Management.

(b) To provide guidance on Federal Government
use of AI, within 150 days of the date of this or-
der and updated periodically thereafter, the Di-
rector of OMB, in coordination with the Direc-
tor of OSTP, and in consultation with the inter-
agency council established in subsection 10.1(a)
of this section, shall issue guidance to agencies
to strengthen the effective and appropriate use
of AI, advance AI innovation, and manage risks
from AI in the Federal Government. The Direc-
tor of OMB’s guidance shall specify, to the extent
appropriate and consistent with applicable law:
[...]
(viii) in consultation with the Secretary of Com-
merce, the Secretary of Homeland Security, and
the heads of other appropriate agencies as deter-
mined by the Director of OMB, recommendations
to agencies regarding: [...]
(C) reasonable steps to watermark or otherwise
label output from generative AI; [...]

A.2. California State Legislature AB-3211

The California Provenance, Authenticity, and Watermark-
ing Standards Act is a legislative bill introduced in Febru-
ary 2024, aimed at regulating the use of generative artificial
intelligence (AI) to ensure the authenticity and provenance
of digital content. This bill would mandate the implemen-
tation of watermarking standards to identify synthetic con-
tent and require disclosure of content origins to mitigate the
risks associated with AI-generated content.

• Watermarking Requirements:
– Generative AI system providers must embed imper-

ceptible and indelible watermarks in synthetic content,
detailing the content’s origins.

– Watermarks must be designed to be maximally indeli-
ble and retain information even if the content is al-
tered.

• Disclosure and Reporting:
– Providers must develop tools to decode watermarks

and make them publicly available.
– Any vulnerabilities or failures in AI systems must be

reported to the Department of Technology within 24
hours.

• Online Platform Responsibilities:
– Large online platforms are required to disclose the

provenance data of content to users and use advanced
techniques to detect unlabeled synthetic content.

– Platforms must also ensure users disclose if content is
synthetic when uploading.

• Digital Cameras and Recording Devices:
– From 2026, new devices sold in California must offer

the option to embed authenticity and provenance wa-
termarks.

– Manufacturers must provide software updates for
older devices to enable watermarking if technically
feasible.

• Annual Risk Assessment:
– Generative AI providers and large platforms must pro-

duce an annual Risk Assessment and Mitigation Re-
port to evaluate the risks and harms associated with
synthetic content.

• Penalties for Non-compliance:
– Violations can result in administrative penalties up to

$1,000,000 or 5% of the violator’s annual global rev-
enue, whichever is greater.

• Regulatory Framework:
– The Department of Technology is tasked with adopting

necessary regulations to implement the act and updat-
ing them as needed to align with national or interna-
tional standards.
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A.3. Edited and Deepfaked Media Act (“COPIED
Act”)

The recent Content Origin Protection and Integrity from
Edited and Deepfaked Media Act (“COPIED Act”), intro-
duced in the Senate on July 10, 2024, prohibits the manip-
ulation or disabling of AI origin information, which is in-
tended to protect the authenticity and ownership of digital
content. However, the addition of a watermark is left to the
user’s discretion, so it would not be automatic. This may
be due to the fact that the bill is also focused on respect-
ing copyright, and the watermark would serve to identify
what is in the training databases of GenAI (and therefore a
user who does not wish to watermark their content would
not claim copyright over it). On the other hand, the bill
prohibits the removal of watermarks, which is a world first.

A.4. EU AI Act

Recital (133)

A variety of AI systems can generate large
quantities of synthetic content that becomes in-
creasingly hard for humans to distinguish from
human-generated and authentic content. The
wide availability and increasing capabilities of
those systems have a significant impact on the
integrity and trust in the information ecosystem,
raising new risks of misinformation and manip-
ulation at scale, fraud, impersonation and con-
sumer deception. In light of those impacts, the
fast technological pace and the need for new
methods and techniques to trace origin of infor-
mation, it is appropriate to require providers of
those systems to embed technical solutions that
enable marking in a machine readable format
and detection that the output has been generated
or manipulated by an AI system and not a hu-
man. Such techniques and methods should be
sufficiently reliable, interoperable, effective and
robust as far as this is technically feasible, tak-
ing into account available techniques or a com-
bination of such techniques, such as watermarks,
metadata identifications, cryptographic methods
for proving provenance and authenticity of con-
tent, logging methods, fingerprints or other tech-
niques, as may be appropriate.

Recital (134)

Further to the technical solutions employed by
the providers of the AI system, deployers who
use an AI system to generate or manipulate im-
age, audio or video content that appreciably re-
sembles existing persons, objects, places, entities

or events and would falsely appear to a person
to be authentic or truthful (deep fakes), should
also clearly and distinguishably disclose that the
content has been artificially created or manipu-
lated by labelling the AI output accordingly and
disclosing its artificial origin. Compliance with
this transparency obligation should not be inter-
preted as indicating that the use of the AI sys-
tem or its output impedes the right to freedom of
expression and the right to freedom of the arts
and sciences guaranteed in the Charter, in par-
ticular where the content is part of an evidently
creative, satirical, artistic, fictional or analogous
work or programme, subject to appropriate safe-
guards for the rights and freedoms of third par-
ties. In those cases, the transparency obligation
for deep fakes set out in this Regulation is limited
to disclosure of the existence of such generated or
manipulated content in an appropriate manner
that does not hamper the display or enjoyment of
the work, including its normal exploitation and
use, while maintaining the utility and quality of
the work. In addition, it is also appropriate to
envisage a similar disclosure obligation in rela-
tion to AI-generated or manipulated text to the
extent it is published with the purpose of inform-
ing the public on matters of public interest unless
the AIgenerated content has undergone a process
of human review or editorial control and a natu-
ral or legal person holds editorial responsibility
for the publication of the content.

Recital (135)

Without prejudice to the mandatory nature and
full applicability of the transparency obligations,
the Commission may also encourage and facili-
tate the drawing up of codes of practice at Union
level to facilitate the effective implementation of
the obligations regarding the detection and la-
belling of artificially generated or manipulated
content, including to support practical arrange-
ments for making, as appropriate, the detection
mechanisms accessible and facilitating coopera-
tion with other actors along the value chain, dis-
seminating content or checking its authenticity
and provenance to enable the public to effectively
distinguish AI-generated content.

Article 50: Transparency obligations for providers and
deployers of certain AI systems

paragraph 50(2)

Providers of AI systems, including GPAI systems,

7

https://www.commerce.senate.gov/services/files/359B6D81-5CB4-4403-A99F-152B99B17C30
https://www.commerce.senate.gov/services/files/359B6D81-5CB4-4403-A99F-152B99B17C30
https://artificialintelligenceact.eu/


What Lies Ahead for Generative AI Watermarking

generating synthetic audio, image, video or text
content, shall ensure the outputs of the AI sys-
tem are marked in a machine-readable format
and detectable as artificially generated or ma-
nipulated. Providers shall ensure their techni-
cal solutions are effective, interoperable, robust,
and reliable as far as this is technically feasible,
taking into account specificities and limitations
of different types of content, costs of implemen-
tation, and the generally acknowledged state-of-
the-art, as may be reflected in relevant technical
standards.

A.5. Chinese Interim Measures on Generative AI

Article 12

Providers shall mark the generated content such
as pictures and videos in accordance with the
“Regulations on the Management of Deep Syn-
thesis of Internet Information Services”.

A.6. Practical Guidelines for Cybersecurity Standards

We refer the reader to the article: Labeling of AI Generated
Content: New Guidelines Released in China for a review
on the “Practical Guidelines for Cybersecurity Standards
– Method for Tagging Content in Generative Artificial In-
telligence Services”, written in order to implement the re-
quirements of the “Interim Measures for the Management
of Generative Artificial Intelligence Services” for identify-
ing generated content.
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