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Recent breakthroughs in generative AI (GenAI) have fueled debates concerning the status of AI-generated creations under copyright
law. This research investigates laypeople’s perceptions (𝑁 = 424) of AI-generated art concerning factors associated with copyright
protection. Inspired by prior work suggesting that people show egocentric biases when evaluating their own creative outputs, we also
test if the same holds for AI-generated art. Namely, we study the differences between the perceptions of those who have something to
gain from copyright protection—creators of AI-generated art—and uninvested third parties.

To answer our research questions, we held an incentivized AI art competition, in which some participants used a GenAI model to
generate images for consideration while others evaluated these submissions. We find that participants are most likely to attribute
authorship and copyright over AI-generated images to the users who prompted the AI system to generate the image and the artists
whose creations were used for training the AI model. We also find that participants egocentrically favored their own art over other
participants’ art and rated their own creations higher than other people evaluated them. Moreover, our results suggest that people
judge their own AI-generated art more favorably with respect to some factors (creativity and effort) but not others (skills). Our findings
have implications for future debates concerning the potential copyright protection of AI-generated outputs.

1 INTRODUCTION

Recent breakthroughs in generative artificial intelligence (GenAI) have pushed the boundaries of what machines can
generate across various domains. Text-based models [6] have become pervasive online, enabling users to generate
long-form texts through short prompts and revolutionizing how one searches for information online. Similarly, AI image
models [11] have empowered its users to generate highly realistic and detailed images from short textual descriptions.
Multimodal GenAI models [99] show even more promise, generating text, images, audio, and other types of data. These
systems learn from large datasets of human creations how to generate text, images, and other content that may be
indistinguishable from their human-created counterparts [50, 60, 71].

Although GenAI models have the potential to revolutionize how humans express their creativity, they also pose
novel challenges to society. One domain that has received considerable attention in the context of GenAI is copyright
law. Copyright law regulates works of authorship, such as paintings and novels, and determines who should have
exclusive rights over these creations. Extensive literature has examined how copyright law should address AI-generated
works (e.g., [32, 37, 41, 64, 96], and several lawsuits are currently underway [28, 83]) to determine whether training on
copyrighted material violates the law and if AI-generated content warrant the same legal protection as human-created
works.

Discussions surrounding copyright protection of AI-generated outputs have been primarily normative (e.g., [37, 41]),
with little focus on capturing the opinion of GenAI users. Scholars debate whether AI-generated outputs are eligible for
copyright protection [96] and, if so, who should hold the rights associated with this protection [32]. Here, we investigate
laypeople’s expectations of copyright law in relation to GenAI outputs.
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There are several reasons why studying lay opinions concerning the intersection of copyright and GenAI is relevant.
First, capturing laypeople’s perceptions of the law more generally is important to ensure that it is democratically
legitimate [102]. Democratic theories of law argue that the law should reflect laypeople’s intuitions [102] to motivate
citizens to comply with it [103]. This paper’s approach can thus help ensure that future legal decisions and policymaking
are aligned with public expectations. Even if the law is at odds with lay intuitions, capturing laypeople’s opinions can
help mitigate any potential backlash that may emerge from these differences, proposing ways to bridge these gaps [9].

Second, aligning laypeople’s legal intuitions with the law is particularly important in the context of copyright.
Copyright law has several objectives [64], such as promoting fairness [25] and safeguarding creators’ moral rights [25].
Copyright also aims to incentivize creativity through financial incentives. By granting exclusive rights over creative
works to authors, copyright law attempts to incentivize them to continue exercising their creativity for further financial
benefit [73, 74]. Because copyright law depends on this behavioral response to achieve its objective (i.e., to promote
creativity), it is all-important that potential creators, namely laypeople, understand how the law works [73].

Finally, empirical studies capturing the opinion of laypeople about copyright is distinctively important in the context of
GenAI. GenAI aims to democratize the ability to create works that could be eligible for copyright protection—something
that used to be restricted to skilled artists—enabling non-artists to participate in the creative society.

This paper examines laypeople’s perceptions (𝑁 = 424) of AI-generated images vis-à-vis their potential copyright
protection. We first capture how laypeople judge GenAI images with respect to factors that help determine whether
human creations are eligible for copyright in different jurisdictions [32]. Furthermore, we investigate whether laypeople
believe AI-generated images warrant copyright and, if so, who should own it. More specifically, we address the following
research questions:

RQ1) How do laypeople evaluate AI-generated images concerning the creativity, effort, and skills involved in the
creation process?

RQ2) Who do laypeople believe are the authors of AI-generated images?
RQ3) Who do laypeople believe should hold the rights to 1) display and 2) make copies of AI-generated images?

To investigate laypeople’s perceptions of AI-generated art, we conducted an experimental study in the form of a
juried AI art exhibition. To guide our experimental design, we leveraged prior research that found that people exhibit
egocentric biases in their judgments of creative works [13, 14, 82], particularly if owned or created by them [97].
We hypothesize that similar biases may emerge in people’s perceptions of copyright, since they relate to questions
surrounding ownership of creative works.

Participants engaged in the exhibition either as creators (by using an GenAI model to create art), invested evaluators
(by generating art and evaluating other people’s submissions), or uninvested evaluators (by only evaluating others’
images). Figure 1 presents a high-level overview of our experimental design. Our between-subjects design allowed us to
study how perceptions about copyright vary between those who have something to gain from copyright protection and
the exhibition—creators of AI-generated art—and uninvested third parties. For instance, we hypothesized that creators
of AI-generated art will egocentrically overestimate the quality of their own creations and exhibit greater support for
the exclusive ownership structure that copyright protection could afford them.

Our study was designed to maximize ecological validity. The decision to hold an AI art exhibition was inspired by
real-world examples of AI-generated images winning art exhibitions [90] and competitions focused solely on AI art [7].
Our AI art exhibition rewarded the top-10 best submissions, mimicking some of the financial incentives involved in
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Fig. 1. High-level overview of our experiment.

copyright decisions. It also simulates other non-monetary incentives, such as exposure and recognition; selected images
were displayed in a website, in which participants had the choice to attach their names to their creations.1

Our results suggest that people believe creativity and effort—but not necessarily skills—are necessary to create art
using AI. Participants also indicated that users and those whose creations were used to train the GenAI model should
be considered authors of AI-generated images and enjoy the rights to display and make copies of them. In contrast,
people were less likely to attribute authorship and the rights associated with copyright protection to the AI model itself
and the company that developed it.

Focusing on how people’s perceptions vary egocentrically, we found that participants evaluate the process of using
GenAI to generate art egocentrically with respect to some factors—e.g., creativity and effort—but not others—such as
skills. When deciding who should win the art exhibition’s monetary award, however, participants judged their own
creations much more favorably than art generated by others, supporting our egocentric hypotheses. Surprisingly, we
found the opposite trend in attributions of authorship to the user of the GenAI model, such that evaluators attributed
more authorship to creators than creators themselves. Participants’ opinions concerning who should hold the rights to
display and make copies of AI-generated images did not vary by their role in the AI art exhibition.

Our research has implications for the deployment of GenAI models and their future regulation under copyright law.
Our findings call for the consideration of a more distributed ownership structure of copyright, under which training
data contributors are also recognized as authors and rights-holders. People’s attribution of authorship and rights to data
contributors rather than the company that developed the AI model raise questions concerning current business models
that concentrate profits in corporate entities at the expense of human artists [18, 76]. We discuss how existing legal
doctrines (e.g., neighbouring rights, licensing models) and computer science research could help ensure that training
data contributors are compensated.

Our findings suggest that egocentric biases become relevant in perceptions of GenAI outputs and their associated
copyright when monetary incentives come into play. Although participants did not prioritize themselves when asked to
indicate who should hold hypothetical rights over their creations, they overestimated the quality of their images when
that determined real monetary rewards. Our evidence of egocentric biases suggests that some conflicts of interest may
arise in discussions surrounding the legal status of AI-generated art under copyright law.
1https://thegcamilo.github.io/AI-art-exhibition/

https://thegcamilo.github.io/AI-art-exhibition/
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2 BACKGROUND

Generative AI (GenAI) has the potential to revolutionalize how humans exercise their creativity. However, it does not
come without problems. Several reports indicate that GenAI has the potential to amplify harmful stereotypes [81, 101].
Researchers have also warned how generative models could fuel online mis- and disinformation by generating false, yet
credible-looking, news and online profiles [8]. These models’ tendency to fabricate information while sounding confident
and knowledgeable can also distort human beliefs [58]. There exists evidence that GenAI can produce misinformation
that is more compelling to readers [98], as well as manipulate people’s beliefs in conspiracy theories [23].

One particular domain that has been directly impacted by the emergence of GenAI is intellectual property (IP) law.
IP law refers to the rules that regulate the rights associated with human creations, such as inventions and literary
and artistic works, determining who should control and benefit from them. How to deal with AI-generated outputs
regarding IP rights remains an open question. For instance, should machine-generated artistic works be protected
similarly to their human-created counterparts? Who should enjoy the rights that would normally be associated with
this creation?

In this paper, we focus on copyright law, which is the branch of IP law that covers works of authorship, including
artistic, musical, and literary works, such as novels, movies, songs, and many other human creations.2 Although what
qualifies for copyright protection and what rights follow this determination vary by country, copyright law mainly
grants some exclusive rights (e.g., to reproduction and distribution) to the copyright holder for a predetermined period
of time. In the case of human creations, copyright owners are often the creators themselves, with exceptions in case the
work has been created within the scope of employment.

Debates on how to address novel technologies with copyright law is not a new development. The rise of photography
also challenged what was eligible for copyright protection [46]. Similarly, the law was initially unprepared to deal with
the emergence of digital art [36] and video-sharing platforms that allowed users to upload copyrighted content without
much restriction, leading to solutions that ensure that the creator rights are protected (e.g., Google’s content ID [56]).
Now it is the time of GenAI to contest what warrants (or not) copyright protection.

The challenges posed by GenAI to copyright law can be grouped in three overarching questions [35], all of which we
discuss below: 1) does training AI models on copyrighted data infringe on the copyright of the training data?; 2) are
AI-generated outputs eligible for copyright protection; and if so 3) who owns the copyright? In this paper, we focus on
the two latter questions. We also discuss some potential alternative regulatory frameworks for GenAI outputs, as well
as prior work on lay perceptions of copyright and GenAI.

2.1 Does Training GenAI Infringe on the Copyright of the Training Data?

GenAI models require large amounts of data to be trained. These datasets may contain copyrighted data, raising
the question of whether the training of AI models infringes on the rights of copyright holders. Those arguing that
training GenAI on copyrighted material should be illegal often posit that it exploits authors of the training data without
compensating them [19], with some going even further and equating the practice to theft [18, 76]. These critics often
defend that the owners of training data should be compensated [17].

In contrast, proponents of GenAI assert that training does not infringe on the copyright of its training data. Such
arguments in favor of GenAI often rely on the United States’ fair use doctrine [65], which permits limited use of

2Discussions surrounding GenAI and IP law are not restricted to copyright. For instance, some have argued that AI should be treated as an inventor
under patent law [5], which deals with the rights associated with human inventions. This argument has been successful in Australia [24] and, at the same
time, has found challenges in the United States [27].
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copyrighted materials under specific conditions, and the text and data mining copyright exceptions in the European
Union (EU) [94]. The wide availability of GenAI models have triggered several lawsuits that are currently underway
(e.g., [83]) and will decide whether training GenAI with copyrighted material without compensating its owners is legal
under copyright law.

2.2 Can AI-Generated Outputs Be Protected by Copyright?

Another question raised by GenAI concerning copyright law refers to whether AI-generated outputs should receive the
same protection that are assigned to works that are created solely by humans. If works generated with the assistance of
an AI model are eligible for copyright protection, someone would have exclusive rights over it; on the other hand, if
they are not eligible, these outputs would be part of the public domain, meaning that anyone would be able to use these
works without permission.

Scholars largely disagree on this particular question. Some argue extending copyright law to machine-created works
would reduce the value of human creativity [76], flood the market with creations of questionable quality [37], and
concentrate power in the hands of a few [17, 47]. In contrast, proponents of extending copyright to AI-generated works
defend that protecting these outputs could promote innovation by incentivising research and development of AI [44, 61],
as well as enable users to create works that would not be possible without GenAI.

Current legal decisions addressing whether AI-generated outputs should be granted copyright have varied widely
across different countries. While a judge in the United States (US) has ruled that AI-generated images are not eligible
for copyright protection [28], the Beijing Internet Court has taken a different approach by granting copyright to
AI-generated art [107]. Even within China, different jurisdictions have made conflicting copyright decisions regarding
GenAI outputs [106]. These rulings demonstrate how the requirements for copyright protection, and hence the answer to
whether AI-generated outputs are eligible, may vary depending on the jurisdiction [32, 94].While the US Copyright Office
requires originality for copyright protection, meaning that a work must be independently created and exhibit a modicum
of creativity [4], the EU posits a work is eligible if it is the result of the “author’s own intellectual creation” [45, 96]. In
contrast, other countries (e.g., Australia [1] and Canada [3]) also consider whether there was a non-trivial exercise of
skill and effort [32, 41]. The United Kingdom (UK) is one of the few countries with clear rules for “computer-generated
works,” granting exclusive rights to “the person by whom the arrangements necessary for the creation of the work
are undertaken” [104].Motivated by these conflicting viewpoints, this paper explores how laypeople judge
AI-generated images with respect to the creativity, effort, and skills involved in the creation process (RQ1).

2.3 Who Owns the Potential Copyright of AI-Generated Outputs?

If an AI-generated work is granted copyright, some legal entity would have exclusive rights over it; but who would that
be? A GenAI output is the result of a collaboration between several actors, including the model’s developers, its users,
those who potentially own the training data, and the AI model itself, making it difficult to determine who should own
it.3

A common proposition is that the user of a GenAI model, i.e., the person who gave it instructions, should be granted
exclusive rights over its outputs [32]. However, it is not clear whether this user would satisfy the conditions that
determine authorship and, hence, copyright ownership. The US Copyright Office has stated that merely prompting an
AI model does not qualify the user for authorship; instead, it proposes a case-by-case analysis that would determine

3This question is an instance of the “problem of many hands” [105], which posits that it is difficult to determine who is ultimately responsible for collective
actions. Scholars have also explored how AI may complicate this search for a responsible actor, particularly when it causes harm [21, 75].
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whether the work contains “sufficient human authorship” (e.g., whether the user “select[ed] or arrange[d] AI-generated
material in a sufficiently creative way” [84]). Another possibility would be granting copyright to the “the person by
whom the arrangements necessary for the creation of the work are undertaken,” as proposed by the UK Intellectual
Property Office [104], which could interpreted as the developer of the AI model [48]. Other proposals include considering
the AI model itself as an author (and thus copyright holder) [70, 96] or granting a form of joint authorship (i.e., collective
ownership) to the many entities involved [57]. This research investigates who laypeople consider to be authors
of AI-generated images (RQ2), as well as who they believe should have the rights to display and make copies
of them (RQ3).

2.4 Alternatives to Copyright Law

Although copyright law often takes central stage in the discussion surrounding ownership of GenAI outputs, it is not
exempt from critiques. Copyright law is often criticized by its potential to hinder innovation by concentrating power
in monopolies [48, 66]. Furthermore, extending copyright law to GenAI could conflict with its primary objective—to
promote human creativity; if AI-generated works are protected, they could devalue human creativity by flooding the
market with artificial competition to human creations [47].

Scholars have proposed different approaches for AI-generated works to promote innovation. For instance, the
reproduction of GenAI models and their outputs could be restricted under a suis generis doctrine, which grants exclusive
rights in situations in which there has been substantial financial investment [96]. Someone other than the author—which
is hard to define in the case of AI-generative works, as discussed above—could also have “neighboring” rights over AI
outputs as a way to protect their investment [47, 63]. AI-generated outputs could also be covered by other branches of
IP law, such as trademark law, which relies on owners maintaining and enforcing their rights [48]. Another approach
could be moving away from copyright law’s focus on creativity and originality as grounds for ownership, and instead
reward actors who put effort and demonstrate skill when using GenAI [41].

2.5 Lay Perceptions of Copyright

Copyright protection exists to achieve several objectives [64]. For instance, it promotes fairness by granting authors the
right to exclusively control the fruits of their own labor [10]. It also safeguards moral rights of creators, protecting
the emotional bond between authors and their works [25]. Most relevant to this research is copyright law’s aim to
incentivize creativity. Copyright law attempts to promote creativity by granting exclusive rights over creative works
to authors. These exclusive rights determine that only authors can profit from their creations, incentivizing them to
continue exercising their creativity for further financial benefit [73, 74]. Unless potential authors and rights-holders
(i.e., laypeople) understand and agree with what is eligible for copyright protection and what rights are associated
with it, copyright law may fail to incentivize the production of creative outputs. Hence, examining public perceptions
and expectations of IP law is essential to ensure that current regulations effectively meet their goals and to identify
potential changes if necessary.

Prior work looking at perceptions of IP law and authorship demonstrate that lay perceptions may be in conflict
with what the law proposes. Laypeople perceive IP law’s main objective as preventing plagiarism, although its main
aim is more utilitarian by promoting creativity through exclusive rights [74]. In the internet, content creators also
have mistaken beliefs about the copyright terms of the platforms they use [33]. This paper investigates laypeople’s
perceptions of copyright law concerning works generated with the assistance of a GenAI model.
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2.6 Lay Perceptions of GenAI Outputs

Recent work has explored how people use and perceive GenAI models and their outputs. While some report that people
have an inherent bias against AI-generated text and images [40], particularly among those with stronger anthropocentric
beliefs in order to “protect” human creativity [78], other studies have found that laypeople prefer human-created works
because AI outputs are perceived to be of lower-quality [12, 60]. At the same time, many studies demonstrate that
people are bad at distinguishing between human- and AI-generated images and text [60, 71], potentially because of
flawed heuristics used to determine whether something is machine-generated [50].

Research has also explored perceptions of GenAI outputs in relation to their ownership and authorship, albeit not in
direct relation to their potential copyright protection. Human creators assisted by GenAI are attributed more credit
than creators working alongside another human [49]. An experiment found that perceptions of authorship of the AI
model and related actors can be manipulated by how anthropomorphized the machine is [31]. Similarly, perceptions of
ownership over AI-generated text also vary depending on writing style [52]. Another study suggests that people may
not be contrary to the idea of granting copyright rights to the AI model themselves [70]. Prior work has also discovered
that laypeople believe artists whose creations are being used to train GenAI should be compensated [55].4 We build
upon this prior work and investigate people’s opinions regarding GenAI under the lens of copyright law,
providing implications to the development and regulation of GenAI models.

3 METHODS

We conducted a large-scale human-subject experiment to capture laypeople’s opinions concerning the potential
copyright protection of AI-generated art. Furthermore, we studied whether people exhibit egocentric biases in their
opinions by looking at the differences between the perceptions of those who use AI models to create art and those who
observe and evaluate AI-generated art. In this section, we describe our experimental design, including the experimental
setting and the procedures we employ to gather our data. We also formulate hypotheses exploring potential egocentric
biases.

3.1 Setting

To study lay perceptions of AI-generated art, we held an online AI art exhibition. We recruited laypeple to participate
in the exhibition as either creators or evaluators (or both, as explained below). Participants were told that the exhibition
was juried, meaning that not all images would be displayed in the exhibition, and that an online website would display
the best 10 images, the creators of which would be awarded a monetary award. Our setting not only enabled us to
capture lay perceptions of AI-generated art in relation to copyright law more generally, but also allowed us to form
hypotheses regarding how its incentive structure may influence these perceptions.

Our choice of experimental setting was motivated by a series of considerations. Our first consideration is related to
the experiment’s ecological validity. We mimicked a real-world setting common in the art world: a juried art exhibition
in which participants can submit their art online, and where the best rated submissions (i) receive recognition by
being displayed in the exhibition and (ii) receive monetary rewards (see [90] for an equivalent scenario involving
AI-generated art). The monetary rewards and recognition also serve a second purpose—incentivizing creators to put

4The question of copyright and authorship can also be framed as a question of responsibility. For instance, who is responsible for an AI-generated work
and, thus, should have the corresponding rights? Although extensive literature has explored how laypeople attribute responsibility for harms caused by
AI [59, 63, 67–69, 72], it is still an open question whether the results would replicate in the case of positive responsibility (i.e., credit for AI-generated
works) [26, 87].
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effort in creating images, as real-world creators of (GenAI or human-created) images normally would. Furthermore,
the promise of monetary rewards and recognition to creators may also incentivize evaluators to take the task more
seriously, since they are made aware of the fact that their responses influence other participants’ outcomes.

It is important to note that our exhibition differs from many juried art exhibitions in one important aspect: a part of
the jury consists of creators’ peers who can also submit their art, and not an (unbiased) set of professionals who do not
compete in the exhibition. We opted for this design choice to study egocentric effects in people’s perceptions of GenAI
images and their potential copyright.

3.2 Experimental Conditions

In our experiments, we recruited three groups of participants. First, we recruited creators, who had the chance to use
a GenAI model to create an image for consideration at the AI art exhibition and then evaluated their own creation
with respect to several variables. Second, we recruited evaluators, who were randomly assigned to one of two separate
conditions: invested evaluators and uninvested evaluators. Invested evaluators used the same GenAI model to create
an image for the exhibition before evaluating a subset of the submissions made by creators. Uninvested evaluators did
not use the GenAI model and instead only evaluated creators’ images. Figure 1 presents a high-level overview of our
experimental conditions.

Before providing more details about each of the three experimental conditions to participants, we introduced the
study setting, which was similar across all three treatments. On the study’s landing page, we described our experiment
and gathered participants’ informed consent. We explained the study setting, and—depending on the experimental
condition to which they were assigned—informed participants that they will be generating and/or evaluating images
for an AI-generated art exhibition. After reading the task description, participants were asked comprehension check
questions to ensure that they understood the task; participants could not continue with the study until they answered
the questions correctly. Furthermore, we informed participants that the creators of the 10 highest-rated submissions to
our juried art exhibition would have their submissions displayed in an online gallery and earn a monetary reward of 25
USD. Finally, we provided participants with the following definition of GenAI models:

Generative AI models like the one [you will use/used by other Prolific workers] learn patterns and
relationships from a dataset of human-created content (e.g., human-created images like paintings and
photographs).
When a person prompts the AI model (e.g., asks the AI model to generate an image of the sky), the AI
model uses the patterns it learned from human-created content to generate the requested content (e.g.,
an image of the sky).

3.2.1 Creators. The experiment commenced with a three-step tutorial, in which participants were taught how to use
the GenAI model to generate images. In the first step, participants were taught to write prompts. Participants were told
that the AI model would generate an image according to their written instructions and were asked to instruct the AI
model to generate “an image of a cat in a comic-book style of art”. In the second step, participants were informed that
they could ask the GenAI model to generate as many images as they wanted. We emphasized that AI model they were
using (DALL-E 3 [11]) did not keep previous instructions in its memory, meaning that they had to fully describe the
image they intended to generate each time. As an exercise, participants were told to instruct the AI model to generate
“an image of a rabbit in an abstract style of art”. Third, participants were shown how to navigate between all the images



Laypeople’s Egocentric Perceptions of Copyright of AI-Generated Art 9

(a) Creation step.

(b) Evaluation step.

Fig. 2. Screenshots of the study’s user interface.

they created (with arrows located beside the image), and how to select the image they would like to submit for the
consideration at the exhibition (by clicking on a button).

After completing the tutorial, creators were asked to generate their submission to our AI art exhibition (see Figure 2(a)).
They were randomly assigned the task of generating a portrait, an image of a landscape, or an abstract image on a
between-subjects basis to provide participants with some guidance and ensure some variance in our data. Participants
could generate as many images as they wanted and select whichever image they preferred, independently of the order
in which they were generated. After selecting the image they wanted to submit to the AI art exhibition, participants
evaluated the image they submitted with respect to several variables, all of which we explain in Section 3.3.

3.2.2 Invested Evaluators. Similarly to creators, invested evaluators also completed a tutorial before generating, selecting,
and evaluating their own submission to the AI art exhibition. After evaluating their own submission, they evaluated
submissions made by four randomly selected creators, one at a time (see Figure 2(b)). When evaluating a creator’s
submission, participants had access not only to the image the creator submitted to the AI art exhibition, but also to
all images generated by that creator and their respective prompts, as well as some descriptive statistics about the
generation process (namely, the number of images that the creator generated before deciding on their final submission
and how long they took to create and select it).

3.2.3 Uninvested Evaluators. Unlike invested evaluators, uninvested evaluators did not have the chance to complete
the tutorial, nor to create and submit an image to the AI art exhibition. Instead, participants only evaluated submissions
made by four randomly selected creators, one at a time. They used the same interface as invested evaluators (see
Figure 2(b)).
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3.3 Measures

All participants evaluated their own creations and/or images created by others. Each image was judged with respect to
four groups of questions. Each of the three first question groups addressed a separate research question (see Section 1),
whereas the last group helped determine which art would be included in the AI art exhibition.

(1) Factors associated with copyright decisions (RQ1):
(a) Creativity: Creativity is one of the most important factors determining whether works are eligible for

copyright. For instance, under US copyright law, a work must have at least “a modicum of creativity” [2].
Similarly, EU courts have clarified that creations must be the result of the author’s “free and creative
choices” [45]. Participants evaluated the creativity involved in the image generation process by agreeing
with the following statement on a 7-point scale (0 = Strongly Disagree, 6 = Strongly Agree): “[I/The person]
used [my/their] creativity to generate the final image.”

(b) Effort: Although some jurisdictions have rejected that mere effort warrants copyright protection (i.e., the
sweat of the brow doctrine), other countries, such as Australia, suggest that effort could be sufficient [32].
Scholars have also defended that copyright decisions regarding GenAI outputs could consider the effort
put by users [41]. Perceived effort was evaluated by agreeing with the following statement on the same
7-point scale: “[I/The person] put in effort to generate the final image.”

(c) Skills: There exists a legal precedent in Canada [3] that states that copyright protection requires exercise of
non-trivial skills. Similarly, Australian law [1, 32] suggests that skill is sufficient for copyright. Participants
evaluated skills by agreeing with the following statement on the same 7-point scale: “[I/The person] used
[my/their] skills to generate the final image.”

(2) Attribution of authorship (RQ2): The question of copyright is closely related to the question of authorship. One
of the reasons why AI-generated art is not eligible for copyright protection in the US is that it lacks human

authorship [28]. Hence, deciding who is the author (or authors) of a GenAI output is crucial to determining
whether it is eligible for copyright protection. Although much of the discussion surrounds authorship of the
user and the AI model itself, it is also possible that laypeople perceive other actors as authors, such as the artists
whose creations were used to train the GenAI model and the company that developed it. Hence, we asked
participants to what extent they agreed that these four entities are authors using the same 7-point agreement
scale:
(a) User: “[I am/The person who used the AI model to generate this image is] an author of this image.”
(b) AI Model: “The AI model itself is an author of this image.”
(c) Company: “The company that developed the AI model is an author of this image.”
(d) Data Contributors: “The artists whose creations were used for training the AI model are authors of this

image.”
(3) Attribution of rights (RQ3): Copyright law grants several exclusive rights to the holder, such as the right to

distribute, reproduce, and display the work, as well as make copies and prepare derivative materials [4]. We
captured participants opinions about two of these rights: 1) the right to display and 2) the right to make copies.
It is important to note that it is legal to use copyrighted material under certain conditions, particularly when
the work is used for non-commercial purposes (e.g., according to the US fair use doctrine). We thus collected
people’s opinions about the two rights in both commercial and non-commercial settings.
Respondents indicated whom they think should have rights over the image out of a list of entities: 1) the user, 2)
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the AI model, 3) the company that developed the AI model, 4) data contributors, 5) anyone, and 6) someone else
(followed by an open-ended text box for indicating whom). Participants could select as many entities as they
wished for each right and setting combination (e.g., right to display commercially). Entities 1-4 were described
as in the authorship question presented above.

(4) Score evaluation: Participants also evaluated each image using a 11-point scale: “On a scale from 0 (Very bad) to
10 (Very good), how would you evaluate this image?” Responses to these questions determined which images
were selected for the exhibition and thus received the monetary award.

First, participants answered the groups of questions about factors associated with copyright decisions (1) and
authorship (2). The order of these two groups of questions was randomized, as was the order of the questions within
each group. 5 Questions related to attribution of rights (3) followed, also in random order. Finally, participants scored
the images to determine awards (4). For readability, some questions were rephrased depending on whether respondents
were evaluating their own or other people’s creations (see above for the exact phrasing). Before completing the study,
participants also answered a series of exploratory questions, such as how often they use image and text GenAI models
and demographic questions.

3.4 Hypotheses

One’s attitudes and beliefs towards a wide range of issues can be biased egocentrically. For instance, people judge
fairness violations against themselves more harshly than similar transgressions against others [39, 100]. Furthermore,
individuals believe they know more about others than others know about them [88], expect mass media to have a larger
influence on others than on themselves [29], and even assume that others are more susceptible to egocentric bias than
they are [62].

Particularly relevant for our study, people exhibit egocentric biases in their perceptions of creative works. Authors
of creative works overestimate the value of their products [13]. Similarly, people value their self-made products as
much as experts’ creations and expect others to share this view [82]. Hence, people may value AI-generated art they
create more than they value others’ art and more than others value their art. Moreover, people overestimate their
own contributions to group projects [91] and take undue credit for achievements while attributing failures to external
factors [77, 95]. Therefore, people may attribute higher degrees of authorship and more rights to themselves. Finally,
creators overestimate the creativity of their own creations [14]—a finding that we expect to replicate in our study.
Combined, this body of research motivates us to study egocentric effects on people’s perceptions of copyright of
AI-generated art.

We build upon this prior work and study how egocentric effects may emerge in the context of GenAI. We formed
two hypotheses concerning egocentric effects on lay perceptions of AI-generated images in relation to copyright. In H1,
we compare the judgments of different participants about the same image. Namely, we hypothesize that the creator of
an image will judge their image more favorably than other participants. In H2, we compare the judgments of the same
participant about different images. We hypothesize that participants will judge images they create more favorably than
they will judge images created by others.

5We did not provide a definition of what creativity, effort, and skills mean in the context of our study. We did so because of the lack of clear legal definition
of these factors, as well as disagreement on whether these factors matter when deciding whether a work warrants copyright (see Section 2.2). Whether a
work satisfies these conditions is open to legal interpretation and argument. Hence, we decided to not bias participants’ responses with respect to a
particular definition of these factors and instead capture lay interpretations of these factors.
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H1) Egocentric effect between participants: Creators will 1) evaluate images more favorably and 2) be more likely
to identify users as authors and right-holders when judging their own creations compared to invested and
uninvested evaluators judging the same images.

H2) Egocentric effect between images: Invested evaluators will 1) evaluate images more favorably and 2) be more
likely to identify users as authors and right-holders when judging their own creations than when judging other
people’s images.

In our juried art exhibition, the highest scored submissions received rewards. Creators’ and invested evaluators’
outcomes depended on participants’ assessments. Uninvested evaluators had no direct incentives to lie—the scores they
provided had no impact on their own outcomes, since they did not take part in the competition. However, invested
evaluators’ outcomes depended not only on the scores their submission received, but also on the scores other submissions
received.

Invested evaluators had the opportunity to inflate their own relative rating not only by giving high ratings to their
own submission (in line with H2), but also by giving low scores to other people’s submissions. That is, they could
benefit from sabotaging their competition. The problem of sabotage in competitions has been discussed extensively
in economics: theory predicts its occurrence, and experiments show that sabotage is indeed empirically relevant [20].
Therefore, we hypothesize that the incentive structure associated with our juried art exhibition may lead those with
something at stake (invested evaluators) to judge others’ submissions more harshly than those who do not have anything
to gain from doing so (uninvested evaluators).

H3) Competition effect: Invested evaluators will 1) evaluate other people’s images less favorably and 2) be less likely
to identify users as authors and right-holders than uninvested evaluators.

Uninvested evaluators did not have an opportunity to interact with the GenAI model and to create AI-generated art in
our experiments. On the other hand, creators and invested evaluators repeatedly interacted with the model throughout
the tutorial and creation task, observing how changing their inputs influences the model’s outputs and learning how to
use it to create AI-generated art. Research has identified several psychological phenomena, such as the mere-exposure
effect [79, 108], practice and learning effects [30], and the curse of knowledge [43], which lead us to hypothesize that
participants’ evaluations may be influenced by their interaction (or lack thereof) with the GenAI model. Consequently,
we hypothesize that the experience of interacting with the GenAI model will influence participants’ perceptions about
AI-generated art.

H4) Experience effect: Participants who interacted with the GenAI model (i.e., creators and invested evaluators)
will 1) evaluate images and 2) attribute authorship and rights differently than those who did not use the GenAI
model (i.e., uninvested evaluator).

We emphasize that while we gather data on how participants attribute authorship and rights to various entities, our
hypotheses focus on attributions of authorship and rights to one specific entity: users. We investigate the remaining
entities exploratively (as discussed above).

3.5 Analysis Plan

We used regressions to analyze our data. We treated participants’ assessments of factors, authorship, and score
evaluations as continuous dependent variables in linear regressions. Participants’ attributions of rights were treated
as binary dependent variables and modeled using logit regressions. To account for repeated measurements across
participants and images (i.e, participants evaluated several images, and images were evaluated by several participants),
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we initially planned to use mixed-effects linear regressions with crossed random intercepts for images and participants.
However, due to convergence issues, we instead opted for regressions with two-way clustered standard errors [22].

Our primary independent variable is a dummy variable encoding both the i) treatment condition to which the
participants were assigned and ii) whether the data point refers to an evaluation of their own image or someone else’s
creation. Hence, our dummy variables has four levels representing 1) creators judging their own images; 2) invested
evaluators rating their own creations; 3) invested evaluators assessing others’ images; and 4) uninvested evaluators judging
others’ submissions.

We tested for differences between pairs of treatments by estimating their contrasts (i.e., by estimating the difference
between the treatments’ estimated regression coefficients), and applied Bonferroni corrections to account for multiple
comparisons. We conducted such pairwise comparisons only on pairs of treatments that are the subject of the hypotheses
described above. In Section 4, we discuss all pairwise differences that were significant at the 𝛼 < .05 level.

Finally, as a robustness check, we repeated the analysis described for three different sets of covariates, by including
them as additional independent variables:

(1) Participant-level variables: we included seven variables concerning the evaluator: how often they use GenAI
models for generating 1) images and 2) text; whether they had already participated in a study in which they
were asked to 3) generate and 4) evaluate images; and whether they have any training in professions related to
5) art, 6) computer science, or 7) law.

(2) Image-level variables: we account for the 1) number of images that creators generated before selecting one for
the exhibition; 2) how long the process took; 3) the length of the selected prompt; and 4) the type of image they
were asked to generate (portrait, landscape, or abstract).

(3) Order variable: we also included a variable indicating the order in which the image was shown to an evaluator.
For instance, if a measurement refers to the second image that participants evaluated, this variable is equal to
two. This analysis not only provides robustness to our results but also explores any order effects in participants’
evaluations.

Our results are robust to all three groups of covariates. That is, pairwise comparisons between treatments remain
qualitatively and quantitatively similar upon including any of the three groups of covariates, barring minor changes in
the significance of borderline results. For simplicity and brevity, we do not discuss the results of models with participant-
and image-level covariates in the paper. However, we discuss order effects when the coefficient is significant at the 𝛼 <
.05 level.

3.6 Data Collection & Participants

For the main study, we recruited 450 participants on Prolific [85]. First, we recruited 100 participants to complete
the study as creators, followed by an additional 350 participants divided equally between invested and uninvested
evaluators. We targeted US residents who were fluent in English and had completed at least 50 tasks on Prolific with an
approval rate of over 95%. Participants were sampled at different hours over several days to mitigate sampling biases
that may occur due to time [16].

We discarded responses from 21 participants who failed any of two instructed response questions. Due to technical
problems, responses from three participants had to be dropped because theywere not saved completely. Some participants
took part in the study more than once, in which case we only kept their first response. Finally, we discarded judgments
made by (invested and uninvested) evaluators regarding images generated by creators that were removed due to
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Fig. 3. Example images generated by creators for our AI art exhibition. The images in the top row were among the best evaluated,
while those in the bottom row were judged poorly.

attention check failures. Our final sample comprises 424 participants, out of which 95 were creators, 165 were invested
evaluators, and 164 were uninvested evaluators. All participants were paid 3.50 USD for their participation regardless of
their treatment condition to keep monetary incentives constant (approximately 11.50 USD per hour).

Half of participants identified themselves as women, 47.4% as men, and 2.12% as non-binary. Participants’ mean age
was 40.5 years old (𝑆𝐷 = 14.0), with the youngest respondent being 20 years old and the oldest 81 years old. Our sample
is slightly more diverse than the US population in terms of race, with 10.1% of participants describing themselves as
Asian, 15.3% as Black or African American, and 61.6% as White. Only 7.5% of participants reported having prior training
in professions related to law, while 24.1% stated that they had training in computer science-related professions and
26.2% in art-related occupations.

In addition to the participants recruited for the main study, we recruited an additional sample of evaluators for
determining which art should be included in the exhibition. In the main study, only creators’ submissions received
evaluations from other participants. Specifically, each of the creators’ submissions was evaluated by approximately
13 other participants from the pool of invested and uninvested evaluators. On the other hand, invested evaluators’
submissions were only evaluated by themselves. Since both creators and invested evaluators were eligible to receive
awards based on how others rate their submissions, we recruited 115 participants to rate 20 of the invested evaluators’
submissions each, resulting in approximately 13 evaluations for each submission to the art show. These participants
were paid 1.60 USD (approximately 11.30 USD per hour).

4 RESULTS

A total of 260 participants submitted an image to the AI art exhibition (95 creators and 165 invested evaluators). These
participants generated a median of two images (mean = 4.33, 𝑆𝐷 = 5.08). Although 90 of these participants generated
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Fig. 4. A) Perceived creativity, effort, and skills involved in generating images using GenAI for our AI art exhibition. B) Perceived
authorship of the user, the AI model, the company that developed the AI model, and data contributors (i.e., those whose creations
were used to training the AI model). Gray bars present the mean value across all conditions, while circles and triangles represent
mean values in each treatment condition according to the legend. Error bars correspond to 95% confidence intervals.

only one image, 30 of them created 10 or more. Both creators and invested evaluators generated a median of two
images, with creators creating more on average (mean = 5.01, 𝑆𝐷 = 6.40) than invested evaluators (mean = 3.93, 𝑆𝐷 =
4.1). Participants took an average of 5.86 minutes (𝑆𝐷 = 5.86) to create and select an image for the exhibition. Invested
evaluators (mean = 5.94 minutes, 𝑆𝐷 = 5.66) spent slightly more time generating images than creators (mean = 5.72, 𝑆𝐷
= 6.23). Figure 3 presents some example images.

4.1 RQ1: Perceived Creativity, Effort, and Skills

Contrast diff SE t-test p-value

Creativity
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 0.853 0.189 t(1515) = 4.505 < 0.001
Creators (Own) - Invested Evaluators (Others) - H1 0.446 0.178 t(1515) = 2.503 0.062
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 0.302 0.137 t(1515) = 2.203 0.139
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 −0.408 0.143 t(1515) = -2.844 0.023
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 0.710 0.180 t(1515) = 3.948 < 0.001

Effort
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 0.695 0.192 t(1515) = 3.616 0.002
Creators (Own) - Invested Evaluators (Others) - H1 0.361 0.206 t(1515) = 1.752 0.400
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 0.451 0.145 t(1515) = 3.123 0.009
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 −0.334 0.146 t(1515) = -2.284 0.112
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 0.785 0.185 t(1515) = 4.247 < 0.001

Skills
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 0.202 0.212 t(1515) = 0.953 1.000
Creators (Own) - Invested Evaluators (Others) - H1 −0.251 0.226 t(1515) = -1.111 1.000
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 −0.210 0.120 t(1515) = -1.746 0.405
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 −0.453 0.161 t(1515) = -2.803 0.026
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 0.242 0.195 t(1515) = 1.241 1.000

Table 1. Pairwise comparisons of perceived creativity, effort, and skills between treatment conditions. We only test the contrasts
relevant to our hypotheses presented in Section 3.4.
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Figure 4A shows participants’ mean evaluations regarding the creativity, effort, and skills involved in generating
images with GenAI. Participants somewhat agreed that creativity (mean = 0.656, 𝑆𝐷 = 1.72) and effort (mean = 0.488,
𝑆𝐷 = 1.79) were necessary to create the images. In contrast, judgments concerning skills were closer zero (mean =
-0.070, 𝑆𝐷 = 1.82), meaning that on average participants neither agreed nor disagreed that creators used their skills to
generate images with GenAI. Table 1 presents pairwise comparisons of perceived creativity, effort, and skills between
treatment conditions. Below, we discuss results of pairwise comparisons for each factor separately.

4.1.1 Creativity. Concerning creativity, uninvested evaluators rated images lower than creators (diff = 0.853) and
invested evaluators, both when the latter evaluated their own creations (diff = 0.710) and other people’s images (diff =
0.408). That is, our results regarding creativity support H4, and they partially support H1. Finally, we found an effect
in the opposite direction than the one hypothesized in H3—invested evaluators assigned higher creativity scores to
creators than uninvested evaluators did.

4.1.2 Effort. Our analysis shows that uninvested evaluators assign lower effort ratings than creators (diff = 0.695) and
invested evaluators judging their own images (diff = 0.785), offering partial support to H1 and H4. We also find that
invested evaluators assign higher effort ratings to their own creations than to others’ (diff = 0.451), in line with H2.

4.1.3 Skills. The only significant difference in judgments of skills was found between uninvested and invested evaluators
when the latter evaluated other people’s images (diff = −0.453). Invested evaluators attributed more skills to creators
than their uninvested counterparts. That is, as for creativity, we find an effect in the opposite direction than the one
hypothesized in H3.

4.2 RQ2: Perceived Authorship

Figure 4B shows how participants attributed authorship between the user, the AI model, the company that developed
the AI model, and data contributors. Participants somewhat agreed that users (mean = 0.537, 𝑆𝐷 = 1.69) and data
contributors (mean = 0.571, 𝑆𝐷 = 1.69) are authors of AI-generated images. Judgments concerning the AI model were
more uncertain (mean = 0.037, 𝑆𝐷 = 1.78), with evaluators on average neither agreeing nor disagreeing that the AI
model itself is an author. The company that developed the AI model had the lowest perceived authorship (mean =
-0.476, 𝑆𝐷 = 1.71). Table 2 presents pairwise comparisons of perceived authorship between treatment conditions. Below,
we discuss results for each entity separately.

4.2.1 User. When judging others’ submissions, invested evaluators attributed more authorship to creators than creators
attributed to themselves (diff = −0.859). This effect is the opposite of the one hypothesized in H1. Moreover, invested
evaluators attribute more authorship to others than to themselves (diff = −0.662). This effect goes against our hypothesis
H2.

We also observed some order effects in participants’ attribution of authorship to the user. The more images a
participant evaluated, the more authorship they attributed to users (𝑏 = 0.050, 𝑆𝐸 = 0.021, 𝑡 (1514) = 2.384, 𝑝 < .05).
We note that the results described above are robust to including the order variable as a covariate. Invested evaluators
attributed more authorship to creators (i.e., users) than creators themselves (diff = −0.734). Furthermore, invested
evaluators attributed more authorship to others than to themselves (diff = −0.537).

4.2.2 Other Entities. There were no significant differences in the perceived authorship of the AI model, the developer,
and data contributors across treatments. Nonetheless, we note a borderline significant order effect on perceived
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Contrast diff SE t-test p-value

User
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 −0.437 0.205 t(1515) = -2.126 0.168
Creators (Own) - Invested Evaluators (Others) - H1 −0.859 0.208 t(1515) = -4.123 < 0.001
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 −0.662 0.104 t(1515) = -6.386 < 0.001
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 −0.422 0.168 t(1515) = -2.509 0.061
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 −0.240 0.181 t(1515) = -1.326 0.925

AI Model
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 0.301 0.222 t(1515) = 1.355 0.878
Creators (Own) - Invested Evaluators (Others) - H1 0.472 0.220 t(1515) = 2.142 0.162
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 0.174 0.098 t(1515) = 1.762 0.391
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 0.172 0.179 t(1515) = 0.96 1.000
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 0.002 0.183 t(1515) = 0.011 1.000

Company
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 0.126 0.213 t(1515) = 0.592 1.000
Creators (Own) - Invested Evaluators (Others) - H1 −0.007 0.219 t(1515) = -0.031 1.000
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 −0.154 0.091 t(1515) = -1.695 0.451
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 −0.133 0.178 t(1515) = -0.747 1.000
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 −0.021 0.177 t(1515) = -0.119 1.000

Data Contributors
Creators (Own) - Uninvested Evaluators (Others) - H1 & H4 −0.034 0.211 t(1515) = -0.162 1.000
Creators (Own) - Invested Evaluators (Others) - H1 0.062 0.204 t(1515) = 0.302 1.000
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 −0.007 0.098 t(1515) = -0.067 1.000
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 & H4 0.096 0.172 t(1515) = 0.557 1.000
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 −0.103 0.175 t(1515) = -0.587 1.000

Table 2. Pairwise comparisons of perceived authorship between treatment conditions. We only test the contrasts relevant to our
hypotheses presented in Section 3.4.

authorship of the AI model, such that the more images participants evaluated, the less authorship they attributed to the
AI model (𝑏 = -0.056, 𝑆𝐸 = 0.030, 𝑡 (1514) = −1.874, 𝑝 = 0.061).

4.3 RQ3: Attribution of Rights

Figure 5 presents participants’ opinions regarding who should hold the rights to display and make copies of AI-generated
images. Users (i.e., those who used the GenAI to generate images) were selected by more than 60% of participants for
all rights, in both commercial and non-commercial settings. Data contributors were identified as rights-holders by
approximately 50% of participants across all rights and settings. The company that developed the AI model was granted
the rights to display and make copies of AI-generated images by around 41% of participants in non-commercial settings;
however, only 32% of respondents believed the company should have commercial rights over the image. The AI model
was recognized as a rights-holder by around 19% and 27% of participants for commercial and non-commercial uses,
respectively.

Participants were also able to indicate that no one should have exclusive rights over the images by selecting that
“anyone” should be able to display and make copies of AI-generated images. We observed clear differences in responses
between commercial and non-commercial rights. Participants were more likely to support non-exclusive rights in
non-commercial settings (approximately 57% and 47% in favor of anyone having the right to display and make copies,
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Fig. 5. Percentage of participants who chose the user, the AI model, the company that developed the AI model, and data contributors
(i.e., those whose creations were used to training the AI model) as right-holders. We present results separately for the rights to A)
display commercially, B) to display non-commercially, C) to make copies commercially, and D) to make copies non commercially. Gray
bars present the mean percentage across all conditions, while circles and triangles represent mean percentages in each treatment
condition according to the legend. Error bars correspond to 95% confidence intervals.

respectively). In contrast, when evaluating commercial rights, only a few respondents indicated that anyone should
have them (approximately 9%).

Unlike for attributions of authorship, our treatments had little effect on attributions of rights. That is, the patterns
described above are fairly consistent across all treatments. Hence, for brevity, we omit the pairwise comparisons tables
from the paper and comment on all of the differences identified as statistically significant directly in the text below.

We did not find support for any of our hypotheses regarding attribution of rights to users. There were only a few
significant pairwise differences between conditions. Creators were relatively more likely to support non-exclusive
rights to display their own creations than invested evaluators evaluating the same images (OR = 4.347, 𝑧 = 3.532, p
< .005 for commercial use, OR = 2.253, 𝑧 = 3.043, p < .05 for non-commercial use). When evaluating other people’s
creations, invested evaluators were less likely to support non-exclusive rights to display images commercially than
uninvested evaluators (OR = 0.340, 𝑧 = -2.801, p < .05). Finally, creators were borderline more supportive of granting the
right to make copies commercially to data contributors than uninvested evaluators (OR = 0.497, 𝑧 = -2.622, p < 0.05). No
other differences were statistically significant.

4.4 RQ4: Score Evaluation

Figure 6 presents participants’ mean score evaluations on a 11-point scale (0 = Very bad, 10 = Very good). These
scores were used to determine who was granted the monetary award and which images were displayed in our AI art
exhibition. On average, participants evaluated images slightly positively (mean = 6.61, 𝑆𝐷 = 2.38). Table 3 presents
pairwise comparisons between treatment conditions.

Pairwise comparisons between treatments indicate clear egocentric effects. In line with H1, creators evaluated their
own creations more highly than invested and uninvested evaluators judging the same images (diff = 1.787 and diff =
1.966, respectively). As hypothesized by H2, invested evaluators judged their own images more positively than those
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Fig. 6. Score evaluations of images generated by creators. The gray bar presents the mean score across all conditions, while circles
and triangles represent mean scores in each treatment condition according to the legend. Error bars correspond to 95% confidence
intervals.

Contrast diff SE t-test p-value

Creators (Own) - Uninvested Evaluators (Others) - H1 and H4 1.966 0.226 t(1515) = 8.686 < 0.001
Creators (Own) - Invested Evaluators (Others) - H1 1.787 0.212 t(1515) = 8.425 < 0.001
Invested Evaluators (Own) - Invested Evaluators (Others) - H2 1.586 0.192 t(1515) = 8.264 < 0.001
Uninvested Evaluators (Others) - Invested Evaluators (Others) - H3 and H4 −0.178 0.193 t(1515) = -0.924 1.000
Invested Evaluators (Own) - Uninvested Evaluators (Others) - H4 1.764 0.226 t(1515) = 7.807 < 0.001
Table 3. Pairwise comparisons of image score evaluations between treatment conditions. We only test the contrasts relevant to our
hypotheses presented in Section 3.4.

created by other participants (diff = 1.586). We found that uninvested evaluators score images generated by creators
lower than invested evaluators score their own creations (diff = 1.764), as suggested by H4.

5 DISCUSSION

5.1 Laypeople’s Perceptions of AI-Generated Art in Relation to Copyright

5.1.1 RQ1: Creativity and Effort—Not Skills—Are Required To Generate Art with AI. Participants believed that creativity
and effort were necessary to generate images with the GenAI model. In contrast, they neither agreed nor disagreed that
creators used their skills when creating AI art.

The fact that the AI generation process was described as creative seems to suggest that AI art could have the modicum
of creativity that US copyright law requires for a work to warrant copyright [84], which is at odds with current decisions
to reject protection for AI-generated images [28]. Concerning judgments of effort, we note that our study provided
evaluators with information that can work as a proxy for effort (e.g., the total number of images creators generated and
how long they spent in the study), which could have influenced how participants judged the effort put by creators.
Nonetheless, our experimental findings are robust to the inclusion of these covariates. Finally, perceptions of skills could
have been limited by how much control creators had over the images they generated. Had creators been allowed to edit
the GenAI outputs, evaluators could have judged the creation process as requiring more skills—a research direction that
future work could explore.
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5.1.2 RQ2: Users and Data Contributors as Authors. Users and data contributors were attributed the most authorship
for AI-generated art. Although it is less surprising that those who prompted the GenAI model to generate images
are perceived as authors, participants’ acknowledgement of data contributors is noteworthy. In line with prior work
suggesting that laypeople agree that data contributors should be compensated if their work is used for training GenAI
models [55], our results suggest that current practices that fail to compensate and appreciate data contributors, which
some would equate to theft [18, 76], may be at odds with laypeople’s expectations. People’s opinions seem to be more
aligned with proposals of licensing models, under which data contributors can be compensated for the use of their
creations [15].

Our study explained to participants that GenAI models learn from a “dataset of human-created content,” which could
have made the role of data contributors more prominent in our study, potentially influencing how people perceived their
role in GenAI. Nonetheless, it is important to emphasize that GenAI models require such datasets to work, meaning
that any explanation of how GenAI works without mentioning training data is incomplete. We call for future work
exploring how different ways of introducing data contributors impact how much authorship and credit laypeople grant
to those whose creations are used to train AI.

People’s attribution of authorship to training data contributors also highlights the importance of CS research for
copyright law in the age of GenAI. To adequately compensate training data contributors for the impact their work
had on a generated image, it is important to be able to identify which data points contributed to the generation of the
image, as well as estimate their own individual contribution. This is closely related to the problem of data valuation in
the machine learning literature [38, 51, 86, 89]. These estimating, however, have been found to be intractable in certain
circumstances [42]. Hence, we call for further research on how to robustly quantify training data influence, which can
provide technical solutions for compensating training data contributors appropriately.

Our result that users were acknowledged as authors of the images they generate using AI calls for the reconsideration
of legal decisions that have refused to grant copyright to GenAI ouputs in the US [28]. The main reason given for
the rejection was that AI-generated images do not have human authors, making it ineligible for copyright protection.
In contrast, our findings suggest that laypeople believe users are authors, even in a scenario in which they were not
allowed to edit the AI-generated images. We expect the perceived authorship of users to increase when given the chance
to further exert control over GenAI outputs.

Participants were uncertain about the authorship of the AI model, which is aligned with prior work suggesting that
laypeople are neither against nor in favor of copyright rights to AI models [70]. Finally, respondents’ disagreement
with the idea of companies being authors of GenAI outputs are at odds with potential interpretations of UK IP law,
which could be interpreted as the companies training GenAI models holding copyright over outputs [48]. That is,
current practices that concentrate profits in the hands of the corporations training GenAI models without little to no
compensation to data contributors [18, 76] do not align with lay opinions about copyright of AI-generated art.

We note, however, these these two actors, to whom participants attributed lower levels of authorship, are non-human
entities. In contrast, the user and data contributors are human, suggesting that our findings could have been influenced
by the human nature of these actors. Future work could replicate our study by also investigating whether the (human)
programmers that developed the model would be granted authorship, which could indicate that the human nature of
potential authors plays a role in people’s perceptions of authorship.

5.1.3 RQ3: Users and Data Contributors as Rights-Holders. Similar to our results concerning authorship, those who
prompted the AI model to generate images (i.e., users) and data contributors were frequently identified as potential
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rights-holders of AI-generated art. This finding has two main implications. First, it puts into question the exclusive
nature of the rights afforded by copyright protection; participants seemed to support a more distributed approach, under
which not only “authors” would be owners of the copyright, but also some actors without which AI-generated art would
not be possible. For instance, a joint ownership model could be more aligned with laypeople’s expectations regarding
AI-generated art. Second, it highlights participants’ calls for the compensation of data contributors. An approach that
could be more aligned with lay opinions could rely on neighboring rights [47, 63], which would still center ownership
around “authors” (i.e., users) but without neglecting the interests of data contributors, e.g., through the distribution of
royalties. As discussed above, another solution could be based on licensing models for training data [15].

Participants were more supportive of non-exclusive rights over AI-generated art in non-commercial settings, in
line with doctrines that permit the use of copyrighted material for non-commercial purposes (e.g., the US fair use
doctrine). Future debates concerning the use of AI-generated outputs in relation to copyright could consider our results
to determine whether their use should be legal.

5.2 Egocentric Biases (Or Lack Thereof) in Perceptions of AI-Generated Images

5.2.1 Creativity, Effort and Skills. Judgments regarding creativity and effort partially exhibit egocentric effects. Creators
attributed more creativity to their creations than uninvested evaluators (partial H1), in line with prior work [14].
Evaluations of the effort put in generating images with GenAI are also consistent with our egocentric hypotheses
(partial H1 and H2). Furthermore, judgments concerning creativity are aligned with H4 (i.e., experience effect), which
suggests that people may judge images more favorably after interacting with the GenAI model. Judgments about effort
and skills are also partially aligned with H4.

Surprisingly, our results concerning perceived creativity and skills suggest the opposite of the hypothesized compe-
tition effect (H3). Even though invested evaluators were judging images against which they were competing in the
exhibition, they assigned higher creativity and skill ratings than uninvested evaluators (i.e., those not competing for the
monetary award).

With the current experimental design, it is difficult to distinguish between egocentric and experience effects since
all participants who had reasons to judge images egocentrically also interacted with the model. Future work could
disentangle these two effects. For instance, some participants could enroll in the competition with an image that they
did not generate (e.g., with images generated by the researchers). This treatment condition would maintain potential
egocentric effects, since participants would still be incentivized to favor their own submissions to the exhibition, without
interacting with the GenAI model, mitigating experience effects.

Another approach that could help research understand how people perceive AI-generated art in relation to copyright
is exploring whether the “experience effect” (H4) emerges from interacting with the model or competing in our AI art
exhibition. In our study, all participants who interacted with the model also submitted an image for consideration at the
exhibition. Future work could distinguish between these two factors by having a condition in which creators use the
GenAI model to generate images without the competition setting, thus capturing only the effect of using the model on
people’s perceptions.

5.2.2 Perceived Authorship. We hypothesized that participants would exhibit egocentric biases in their attribution of
authorship to users. However, our findings are at odds with our hypotheses. On average, invested evaluators attributed
more authorship to other people compared to themselves, which is contrary to H2. When evaluating other people’s
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images, invested evaluators also credited users as authors more than the users themselves (i.e., creators), a result that is
also misaligned with H1.

A potential explanation to why creators attributed less authorship to themselves than to other people is that
authorship does not only encode positive rights but also negative responsibilities from which creators tried to distance
themselves [34, 80]. Although authorship is often associated with positive outcomes in the context of copyright law
(e.g., the opportunity to profit from one’s creation), it could also lead to the responsibility for any negative outcomes or
backlash arising from their work being published. If one is an author under this interpretation, they are also responsible,
for instance, if their creation is found to be infringing on another copyrighted work, which is relevant for debates
concerning AI-generated images. Hence, creators seem to want to enjoy the rights associated with copyright (see
above), but might rather not be perceived as authors because of potential negative repercussions in case something
goes wrong. Future work could explore this potential explanation further.

In H4, we hypothesized that having experience with the AI model would influence participants’ attribution of
authorship to the user. Informally, we expected that by interacting with the AI model, people would notice the degree
of influence a user’s prompts have over the model’s outputs, leading them to attribute more authorship to users. We
did not, however, find a significant difference between uninvested evaluators and other groups of participants for
perceptions of user authorship. It is important to note that H4 focused on the experience of observing the relationship
between one’s own inputs and the model’s outputs. Perhaps there was not much variance in their own inputs, or they
generated too few images (the average participant prompted the model a median of two times) for the experience effects
to kick in.

However, we identified a different effect of experience. The more images a participant evaluated, the more authorship
they attributed to users, suggesting order effects. The identified order effects relate to a different form of experience:
observing the relationship between other participants’ inputs and model outputs. It is likely that there was more
between-participants variance than within-participant variations in the images they generated.6 Since evaluators
observed the prompts from four different creators, they had more opportunities for the effect of experience to come
into play.

A potential explanation connecting our findings regarding H1, H2, H4 and order effects is that being exposed to
diverse GenAI inputs and outputs makes evaluators value the human component of AI-generated images more. After
using the GenAI model and seeing what other participants generated and realizing that different human actions led to
widely different outputs, invested evaluators may have started acknowledging that AI cannot generate images without
some level of human input and authorship. Creators and invested evaluators judged their own images without such
experience, while invested evaluators judged the creators’ images after this experience, hence possibly explaining why
the latter received higher authorship scores (opposite of H1 and H2). To explore this potential explanation, future work
could explore inverting the order in which invested evaluators generate and evaluate images. By first evaluating other
people’s submissions and then generating their own image, participants might end up overestimating their authorship
after seeing what others were able to create, providing further evidence of order effects.

Finally, we note that the increase in the perceived authorship of the user was accompanied with a slight decrease in
AI model’s authorship. A potential factor influencing this shift in authorship could be the perceived skills of the user,
which exhibit a similar pattern across our experimental conditions. It is possible that seeing how different participants

6This would be aligned with prior research in social psychology, which finds higher degrees of variance in the judgments of different people than between
the judgments of the same person in different points in time [53, 54]
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generated images of varying quality—while using the same GenAI model—highlighted the skills behind prompting,
leading to higher perceived authorship to users and a slightly lower perceived authorship of the AI model.

5.2.3 Attribution of Rights. Finally, we also identified some differences between treatments regarding the right to
display AI-generated images: invested evaluators were less likely to support non-exclusive rights for creators’ images
than uninvested evaluators and the creators themselves. A potential explanation is that creators would like audiences to
see their creations because it could lead to further financial benefits in the long run. Instead of keeping their creations
“behind curtains,” creators could have imagined that allowing others to display their images could bring financial benefits
down the road. Furthermore, invested evaluators might have wanted to “hide” their competitors’ creations because it
competes with their own submissions, while uninvested evaluators had no incentive to do so. Additional longitudinal
studies are necessary to explore this hypothesis further.

5.2.4 Actual Rewards vs. Hypothetical Rights. Participants evaluated their own creations egocentrically when this
assessment was supposed to determine who received monetary awards. On average, creators rated their images over
1.8 point higher (on a 11-point scale) than evaluators evaluated the same images. Furthermore, invested evaluators
evaluated their own images around 1.5 point higher than they evaluated creators’ images. Our results suggest that
financial incentives can bias people’s responses to AI-generated art. However, when asked who should hypothetically
have some of the rights associated with copyright protection, participants did not prioritize their own gains. Instead,
egocentric biases emerged only in the context of actual rewards, and not hypothetical rights, suggesting that future
debates concerning AI-generated works in relation to copyright law may be tainted by conflicts of interest.

Participants’ tendency to rate their creations egocentrically when financial incentives are present but not when asked
concerning hypothetical rights is also relevant in relation to data contributors. We found that people acknowledged data
contributors as authors and potential rights-holders; yet, it is unclear whether we would observe the same result had the
corresponding questions involved actual monetary awards. It is possible that if participants were asked to financially

compensate data contributors, e.g., by sharing their award, people would not do it and rather keep the incentive to
themselves. Such a finding would suggest that laypeople may support regulatory frameworks that compensate data
contributors only if these frameworks do not affect them financially. Our study design could be easily modified to address
these research questions. For instance, future studies could include questions concerning participants’ willingness to
share their potential reward with data contributors.

It is worth noting that while creators and invested evaluators assigned higher ratings to their own images, we found
no evidence of the sabotage hypothesized in H3. That is, invested evaluators did not give creators significantly lower
scores than uninvested evaluators. It is unclear whether this lack of sabotage is the result of a lack of understanding of
the incentive structure, or if it reflects participants true altruistic behavior. Future research is needed to test participants’
understanding of the incentive structure. Another potential explanation is that participants chose to inflate their
own scores instead of lowering other participants’ scores because doing so could be seen less morally contentious—a
hypothesis that future work could explore further.

Our finding that grantingmonetary awards has the potential to make people judge AI-generated images egocentrically
has implications for copyright law. Copyright law relies on similar financial incentives to fulfill its normative goal
of promoting creativity. Extending copyright to a work of authorship restricts who can benefit and profit from it—
i.e., decides who receives the financial incentives associated with copyright—thus making potential rights-holders
susceptible to egocentric biases.
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5.3 Concluding Remarks

In summary, we found that users of GenAI judge their own creations egocentrically concerning some factors, but
not others. In fact, our results even suggest effects in the opposite direction for some of the variables we examined
(e.g., perceived authorship of the user). Importantly, we identified the importance of financial interests in determining
whether people favor their own AI-generated images compared to other people’s creations.

This research focused on how laypeople perceive AI-generated images in relation to copyright. However, copyright
law regulates other works of authorship that could challenge the law if generated with GenAI. For instance, the legal
status of AI-generated songs and novels have also fueled contentious debates [92, 93]. We explored images because of
the wide availability of AI image models, and well as its potential lower cognitive load for participants compared to
other works of authorship, such as novels, which would take longer to evaluate. We call for future work investigating
how laypeople’s expectations of copyright for AI-generated works may vary depending on the content form.

All the factors we explore in this study impact whether something is eligible for copyright protection. In other
words, a comprehensive analysis of all these factors is what determines whether a work of authorship, AI-generated
or otherwise, is protected under copyright law. Our findings that some of these factors are susceptible to egocentric
biases—while others are not—raise the question of whether current methods of determining copyright eligibility
are appropriate for GenAI. Future work could explore whether some of these factors are indeed appropriate in the
context of GenAI, as well as examine whether other variables that are currently irrelevant in determinations regarding
human-created works should be considered when examining AI-generated outputs.
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