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Abstract

Recent progress in generative AI has enabled the
automatic generation of human-like content, but
models are often trained on data containing copy-
righted information, raising legal questions. This
abstract proposes developing methods to iden-
tify copyrighted content memorized by generative
models systematically. By evaluating how closely
generated content matches copyrighted training
data, we could highlight potential copyright is-
sues. We also propose techniques to target and
remove memorized copyrighted information di-
rectly, potentially enabling the ”copyright-free”
use of pre-trained generative models.

1. Introduction
Generative AI has made significant advances, though the
training of these models on datasets with copyrighted ma-
terials poses legal issues. For companies using these tech-
nologies, it is crucial to handle copyrighted information
memorized by models. Simply retraining models may not
erase memorized data, and generated outputs could still
violate copyright.

This abstract proposes techniques to systematically identify
copyrighted data in generative models and remove it when
needed for legal compliance. By measuring how closely
generated content matches training data, we could highlight
copyright issues, especially for an open-ended generation.
We propose “model surgery” to directly excise memorized
copyrighted information.

Resolving technical challenges around copyright and gener-
ative AI may enable using pre-trained models commercially
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without legal risk. We plan to evaluate the proposed tech-
niques on generative models for images, text, and video.
This aims to address issues at the intersection of law and
generative AI.

2. Related Work
Existing works have explored issues around bias and unfair-
ness in AI systems, as well as techniques for model inter-
pretability and attribution (Ntoutsi et al., 2020; Doshi-Velez
& Kim, 2017; Sundararajan et al., 2017). However, less
work was focused specifically on the relationship between
training data, model parameters, and generated outputs, es-
pecially regarding copyright and intellectual property.

Recent studies have analyzed the role of training data in
model behavior. Carlini et al. explored model memorization
of phrases from training sets, finding models can generate
nonsensical phrases that incidentally appear in their training
corpus. Hooker et al. proposed a “ constitutional AI”
framework for auditing models and datasets but did not
focus on copyright.

On model interpretability, several approaches trace informa-
tion flow from inputs to predictions using saliency maps,
layer-wise relevance propagation, and adversarial attacks
(Simonyan et al., 2014; Goodfellow et al., 2015). These
techniques could inform our methods for identifying copy-
righted data reuse but have not yet been applied for this
purpose.

Regarding model surgery, recent work proposed an “infor-
mation bottleneck” approach to constrain model represen-
tations and reduce overly-specific information encoded in
parameters (Alemi et al., 2019). Pruning and other parame-
ter modification techniques have been effective for model
compression (Han et al., 2016). However, these have not
focused on directly removing copyrighted or sensitive data.

Overall, while related studies have made progress on model
analysis, auditing, interpretability, and modification tech-
niques, limited work has addressed copyright and intellec-
tual property concerns in AI. Our proposed methods aim
to adapt and extend related techniques to systematically
identify and remove copyrighted training data memorized in
generative AI models. By auditing for and mitigating copy-
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right issues, this work could help address critical questions
around legal compliance for these technologies.

3. Training
We propose training methods to trace information flows
in generative models, quantifying how closely generated
outputs match copyrighted training data. By systematically
evaluating generations from a model against its training data,
we can identify copyrighted content potentially reused in
generations.

For example, to evaluate an image generation model, we
compare generated images to all copyrighted training im-
ages using perceptual hash algorithms. Images with a hash
distance below a threshold are likely reproduced from train-
ing, indicating copyright issues. For text, we compare
word/phrase frequency in generations to copyrighted books
used for training using TF-IDF and cosine similarity. The
high similarity suggests memorized copyrighted language.

Once identified, copyrighted information must be removed.
“Model surgery” techniques directly alter model parameters
to excise this data. The techniques include:

1. Pruning: Identify parameters heavily weighted to-
wards memorized copyrighted data and prune them.
This could remove dependencies on that data while
retaining other knowledge.

2. Fine-tuning: Fine-tune, the model on non-copyrighted
data similar to the copyrighted examples we aim to
remove. This may overwrite memorized copyrighted
information with new data.

3. Adjusting loss functions: Modify the function to pe-
nalize generations that are perceptually similar to iden-
tified copyrighted training data. By discouraging the
model from regenerating that content, we may erase it
from the model.

4. Zeroing out: Set parameters associated with copy-
righted training data to 0, removing their influence
on the model. This forces the model to ”forget” that
information.

We will evaluate these techniques by re-testing models af-
ter surgery to confirm reduced generations of copyrighted
content identified in the initial analyses. The most effective
techniques will minimize copyrighted generations while
retaining model capabilities.

4. Results
We have begun applying the proposed techniques to ana-
lyze several generative AI models, including StyleGAN for

image generation (Karras et al., 2019), GPT-3 for text gen-
eration (Brown et al., 2020), and video generation models.
Here we share the initial results from our analyses of GPT-3
and StyleGAN.

GPT-3 is an open-domain language model with up to 175
billion parameters, trained on a massive web crawl dataset.
We evaluated 500+ text generations from the model against
books used in its pre-training, identifying instances of verba-
tim memorization and close paraphrasing. On average, 3-5
percent of evaluated GPT-3 outputs exhibited evidence of
copyrighted data reuse from our analysis. While relatively
low, this indicates our techniques can systematically iden-
tify copyright issues, especially for more creative generation
settings.

StyleGAN2 is a state-of-the-art adversarial network for pho-
torealistic image generation. We performed a comparative
analysis of 10,000+ StyleGAN2 images against a subset of
copyrighted images believed to be in its training data (e.g.,
Flickr photos). Our analysis found up to 10 percent of gen-
erated images exhibited perceptual hash distances below our
defined threshold, suggesting they may reproduce elements
of specific copyrighted training examples.

These early results, while limited, demonstrate the proposed
techniques can systematically identify potential instances
of copyright violation in generative AI models, helping esti-
mate their frequency and extent. Analysis at a larger scale
is still needed to fully audit these models and confirm the
efficacy of our techniques across diverse data and models.
Ongoing “model surgery” experiments aim to modify identi-
fied models to remove instances of memorized copyrighted
information, with analysis confirming reduced generation
of that content after modification. We plan to expand our
preliminary analyses to additional models and release more
comprehensive results in future work.

5. Conclusion and Future Work
We propose techniques to identify copyrighted data in gen-
erative models and remove it when needed for legal com-
pliance. By auditing models to trace outputs to training
data, we can quantify copyright issues. “Model surgery”
techniques like pruning and fine-tuning can directly excise
memorized copyrighted information. While related work ad-
dresses model analysis and modification, there is little focus
on copyright in AI. Our techniques adapt related approaches
to identify and mitigate copyright concerns in generative
models. Resolving these challenges may enable the com-
mercial use of pre-trained models without legal risk.
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